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A General Strategy to Extend
Turbulence Models to Rough
Surfaces: Application to Smith’s
k-L Model
A general procedure to extend turbulence models to account for wall roughness, in the
framework of the equivalent sand grain approach, is proposed. It is based on the pre-
scription of the turbulent quantities at the wall to reproduce the shift of the logarithmic
profile and hence provide the right increase in wall friction. This approach was previ-
ously applied to Spalart and Allmaras one equation (1992, “A One-Equation Turbulence
Model for Aerodynamic. Flows,” 30th Aerospace Sciences Meeting and Exhibit, Reno,
NV, AIAA paper No. 92-0439; 1994, ibid, Rech. Aerosp. 1, pp. 5–21). Here, the strategy
is detailed and applied to Smith’s two-equation k-L model (1995, “Prediction of Hyper-
sonic Shock Wave Turbulent Boundary Layer Interactions With The k-l Two Equaton
Turbulence Model,” 33rd Aerospace Sciences Meeting and Exhibit, Reno, NV, Paper No.
95-0232). The final model form is given. The so-modified Spalart and Allmaras and Smith
models were tested on a large variety of test cases, covering a wide range of roughness
and boundary layer Reynolds numbers and compared with other models. These tests
confirm the validity of the approach to extend any turbulence model to account for wall
roughness. They also point out the deficiency of some models to cope with small rough-
ness levels as well as the drawbacks of present correlations to estimate the equivalent
sand grain roughness. �DOI: 10.1115/1.2776960�

Keywords: skin friction, turbulence modeling, wall roughness

1 Introduction
Rough walls are encountered in a wide variety of applications.

The first interests were mainly focused on ship hulls, surface
roughness being due not only to poor surface state but also to
seaweeds or shells, or on pressure drop in pipes, due to pipe
casting and manufacturing processes. Modern applications can
also be related to surface ablation due to hard working conditions,
such as those encountered on high pressure turbine blades, in
rocket nozzles, or on entry missile nosetips.

These examples correspond to distributed roughness; i.e., a
large surface, compared to the boundary layer thickness, is cov-
ered by roughness elements the size of which in any direction is
small compared with the boundary layer thickness. Therefore, in
the boundary layer, some distance above the roughness elements,
the flow statistics no longer depend on the exact location with
respect to the roughness elements.

1.1 Roughness Effects. Flows over rough surfaces were in-
vestigated since the 19th century, but the first main work, which
still constitutes a reference, is due to Nikuradse �1�. He investi-
gated a water flow inside a pipe, roughened with calibrated sand
grains following a very careful procedure. He so evidenced three
regimes according to the roughness height in wall variables

hs
+ =

�u�hs

�
�1�

where u�=��w /� is the friction velocity based on the skin friction
�w and the sand grain height hs, as

• hs
+�3.5: The flow is not affected by the wall roughness.

This is the hydraulically smooth regime.
• 3.5�hs

+�68: The roughness influence increases with the
Reynolds number; the flow around the roughness is not fully
viscous. This is the transition regime.

• 68�hs
+: The roughness effect becomes independent of the

roughness size; viscous effects are negligible. This is the
completely rough regime.

Another key result of Nikuradse’s works deals with the velocity
profile. Over a rough surface, Nikuradse checked that the logarith-
mic region still exists, but the logarithmic region and the wake are
shifted down. This is shown in Fig. 1, which compares the veloc-
ity profiles in wall variables for boundary layers over a smooth
and a rough wall. Over a rough wall, the inner region makes no
sense as it is within the roughness elements. A mean velocity
profile makes sense only some distance above the roughness ele-
ments. Only the logarithmic region and the wake can be plotted,
provided the Reynolds number is high enough. Nikuradse related
the shift �u+ to the reduced roughness height hs

+ as

�u+ =
1

�
ln hs

+ + C − B � = 0.40 C = 5.5 �2�

with

1 � hs
+ � 3.5 B = 5.5 +

1

�
ln hs

+

3.5 � hs
+ � 7 B = 6.59 + 1.52 ln hs

+

7 � hs
+ � 14 B = 9.58

14 � hs
+ � 68 B = 11.5 − 0.7 ln hs

+

68 � hs
+ B = 8.48

�3�
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1.2 Rough Wall Modeling. In the framework of industrial
design, i.e., relying on industrial software, three approaches can
be considered to predict the flow over rough surfaces �see, e.g.,
Patel �2��.

• On the edge of the above assumptions, for well identified
roughness patterns, the solution of the averaged Navier–
Stokes equations can be performed on the real surface, ac-
counting for the exact shape of the surface roughness �see,
e.g., Reijasse et al. �3��.

• The “discrete element approach” accounts for the roughness
by extra terms in the flow equations, which represent the
flow blockage due to the roughness elements and the drag
and heat flux on roughness elements. Several derivations of
the complete set of equations were proposed, e.g., by Cole-
man et al. �4� or Aupoix �5�. Simplified formulations were
also put forward.

• The “equivalent sand grain approach” proceeds in two steps.
First, following Schlichting �6�, it links the real roughness to
a reference roughness that provides the same increase in
wall friction. The reference experiments are, of course, Ni-
kuradse’s experiments so that the equivalent sand grain in
Nikuradse’s experiment is sought for. The height of the
equivalent sand grain is deduced from the real roughness
shape with the help of empirical correlations, usually the
correlation proposed by Dirling Jr. �7� and Grabow and
White �8�.

The roughness effect is then mimicked by increasing the turbu-
lent eddy viscosity in the wall region to obtain higher skin friction
and wall heat flux levels. Here, again, two kinds of model can be
considered.

• Models in which the eddy viscosity is null at the boundary.
The roughness correction then mainly acts through a reduc-
tion of the turbulence damping in the wall region. van Driest
�9� and Krogstad �10� proposed such extensions for the mix-
ing length model. Chen and Patel �11� and Durbin et al. �12�
applied this approach to two-layer k-� models, which reduce
to one equation models in the wall region, Wilcox �13� to his
k-� model, and Zhang et al. �14� to a k-� model.

• Models in which the eddy viscosity is finite at the boundary.
Rotta �15� and Blanchard �16� proposed such extensions for
the mixing length model. Blanchard also applied this strat-
egy to a k-� model. This is also the route chosen by Aupoix
and Spalart �17� in their two extensions of Spalart and All-
maras’ one-equation model �18,19�.

Drag increase over rough surfaces is mainly through pressure
forces on the roughness elements, while heat transfer increase is
mainly due to surface increase so that the heat transfer is less
enhanced by roughness elements than the drag �Dipprey and Sa-
bersky �20��. The discrete element approach treats the dynamical
and thermal aspects in different ways and is able to cope with this
difference. In the equivalent sand grain approach, only the turbu-
lence model is altered so that the real physics is not represented.
The drag increase is represented via the turbulence model, i.e., via
an increase of momentum transfer toward the wall. The momen-
tum and heat transfer toward the wall are increased in a similar
manner. Hence, the heat transfer increase is usually overestimated
�see, e.g., Aupoix and Spalart �17��.

The key advantage of the equivalent sand grain approach is that
it uses the same set of equations as for the flow over a smooth
wall. In the most correct derivations of the discrete element ap-
proach, the advection and diffusion fluxes are modified to account
for the blockage due to roughness elements, and source terms are
added. This means that the implementation of the discrete element
approach in a general purpose Navier–Stokes solver requires dras-
tic changes to the code.

The drawback of the equivalent sand grain approach is that it
heavily relies on correlations to determine the equivalent sand
grain, the accuracy of which is questionable.

Therefore, the equivalent sand grain approach remains the only
approach applicable in industrial practices. Nevertheless, while
two-equation models are now popular in the industry, only Wil-
cox’s k-� model and some k-� models can account for wall
roughness using the equivalent sand grain approach. In this frame-
work, the present paper presents a general strategy, in the sense
that it can be applied to any turbulence model, to extend it to
rough surfaces. This technique was already applied but is here
completely described in Sec. 2. As an example, Sec. 3 details its
application to Smith’s k-L turbulence model. Section 4 gives some
validation examples.

2 Modeling Strategy
As shown in Fig. 1, the roughness shifts the logarithmic region

and the wake without modifying them. In other words, the rough-
ness mainly affects the inner region. Although this has been con-
troversial, the wake region feels the wall roughness only through
the change in the friction velocity u�.

As the equivalent sand grain approach is unable to finely repro-
duce the roughness effect, the only reasonable requirement is a
good reproduction of the wall friction increase due to roughness.
The wall friction coefficient Cf is directly related to the reduced
velocity at the outer edge of the boundary layer since

ue
+ =

ue

u�

=� 2

Cf
�4�

Therefore, the reproduction of the wall friction only requires the
right shift �u+ of the logarithmic region.

This can be easily achieved by introducing a shift in the wall
distance d0 such that, respectively noting s and r as the solutions
over smooth and rough surfaces, these solutions are linked by

�ur
+

�y+ �y+� =
�us

+

�y+ �y+ + d0
+� �5�

The integration of the above relation directly gives the velocity
shift

�u+ = us
+�d0

+� �6�

so that d0
+ is linked to the reduced roughness height hs

+ with the
help of Eqs. �2� and �3�.

As in the wall region, the momentum equation can be reduced
to

Fig. 1 Velocity profiles over smooth and rough walls plotted in
wall variables
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�� + �t�
�u

�y
= �w �7�

Equation �5� is fulfilled if

�tr
+�y+� = �ts

+�y+ + d0
+� �8�

i.e., if all turbulent quantities �e.g., L+� satisfy the same relation

Lr
+�y+� = Ls

+�y+ + d0
+� �9�

This is obtained by imposing as wall condition for each trans-
ported turbulent quantity its value at a distance d0 over a smooth
surface. If the wall distance y appears in the turbulence model,
which is the case for Spalart and Allmaras’ model or Smith’s
model to be considered below, it has to be changed everywhere in
the model equations into y+d0.

This is roughly the procedure which was already applied by
Aupoix and Spalart �17� in the ONERA extension of the Spalart
and Allmaras one-equation model to rough surfaces.

The limitations of the proposed strategy deserve to be pointed
out.

• It is designed only to finely reproduce the increase in skin
friction due to wall roughness through a correct shift of the
logarithmic region. The validity of the approach at very low
Reynolds numbers is therefore questionable and surely
model dependent.

• It is exact only for zero pressure gradient flows. For bound-
ary layers submitted to pressure gradients, the right side of
Eq. �7� is �w+ �dp /dx�y, which introduces a difference
�dp /dx�d0, but this difference remains small compared to
the wall friction. Moreover, very few is presently known
about the combined effects of roughness and pressure gra-
dient.

• A referee pointed out that another quantity that deserves to
be looked at is the mass flow within the roughness elements,
i.e., the blockage due to roughness. This could be important
for internal flows but cannot be addressed with so crude a
representation of the roughness effects.

• If the wall distance appears in the model, the present strat-
egy leads to a reevaluation of the wall distance as y+d0. The
distance shift d0 is a priori unknown so that convergence on
d0 is required. Our experience in a Navier–Stokes solver is
that only several evaluations of d0 are required as conver-
gence on the distance shift is quick, but this also imposes
one either to link each point in the flow field to a point on a
surface where the distance shift d0 is evaluated or to change
boundary conditions in the routine used to compute the wall
distance.

3 Application to Smith’s k-L Model

3.1 Basic Model. Smith �21� initially developed a k-kL model
in which the turbulence length scale kL is derived from an integral
of two-point correlations. As kL�y3 in the wall region, Smith
�22� rewrote this model as a k-L model. Transport equations for
the turbulent kinetic energy q2=2k and the turbulent length scale
L read

�
Dq2

Dt
= 2Pk − 2

�q3

B1L
− 2� grad q · grad q + div��� + Sq�t�grad q2�

�10�

�
DL

Dt
= �2 − E2�

�q

B1
�1 − � L

�d
	2
 − Sq

�t

L
� L

�d
	2

grad L · grad L

+ �L divU� +
2Sq�t

q2 grad L · grad q2 + div��� + Sq�t�grad L�

�11�

where d is the distance to the nearest wall and Pk
=−u�� � u�� :grad
=

u� is the turbulent kinetic energy production rate.
Model coefficients are

B1 = 18.0 E2 = 1.2 Sq = 0.7 � = 0.41

and the eddy viscosity reads

�t = �	


with

	 =
�qL

�B1
1/3 
 = �C1

4f1 + C2
2	2 + 	4

C1
4 + C2

2	2 + 	4 	1/4

f1 = exp�− 50� L

�d
	2


C1 = 25.5 C2 = 2

This model is very stable as L�y in the wall region and gives
fair predictions. Its drawback is that it is slightly sensitive to ex-
ternal levels of L, as pointed out by Prasad and Hassan �23� and
analyzed by Ferrey and Aupoix �24�. Smith �25� proposed a re-
vised version, with a shear stress �SST� limiter, to improve the
prediction of flows close to separation. Both model versions are
available in the ONERA Navier–Stokes solver elsA and are
widely used because of their good numerical properties and fair
predictions.

3.2 Extension to Rough Walls

3.2.1 Strategy to Account for Wall Roughness. The strategy to
account for wall roughness is the one presented in Sec. 2. The
roughness correction can be simply derived from the knowledge
of the one-dimensional solution in the wall region. A given rough-
ness height hs

+ is related to a velocity shift �u+ by relations �2�
and �3�. From the one-dimensional solution in the wall region, the
values of d0

+, q2+�d0
+�, and L+�d0

+� can be derived. Some analytical
solutions will first be considered.

3.2.2 Model Behavior for Weakly Rough Surfaces. For weakly
rough surfaces, the velocity shift �u+ is small so that it corre-
sponds to a shift of the reference surface in the linear region close
to the wall. Therefore, from Eqs. �2� and �3�, the velocity shift
reads

�u+ = d0
+ =

1

�
ln hs

+ + 5.5 − �6.59 + 1.52 ln hs
+� = 0.92 ln hs

+ − 1.09

�12�

Of course, this relation gives negative values of the velocity shift
and the wall displacement for values of hs

+ smaller than 3.5. It can
be applied only for larger values, i.e., not in the hydraulically
smooth regime. The final form is thus

d0
+ = max�0;0.92 ln hs

+ − 1.09� �13�
A close inspection of the length scale profile shows that the

model solution is L=�y in most of the wall region but slightly
departs from it very close to the wall where L�0.507y. Therefore,
the limiting behavior reads

L+ = 0.507d0
+ = max�0;0.466 ln hs

+ − 0.553� �14�
At last, in the wall region, the turbulent kinetic energy behaves

as 0.093y0
+2 so that

q2+ = 0.093d0
+2 �15�
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3.2.3 Model Behavior for Very Rough Surfaces. For very
rough surfaces, the velocity shift corresponds to a point in the
logarithmic region for the flow over a smooth surface. The veloc-
ity shift then reads

�u+ =
1

�
ln d0

+ + C =
1

�
ln hs

+ + C − 8.48 �16�

so that

d0
+ = hs

+ exp�− 8.48�� = 0.0309hs
+ �17�

Then

L+ = �y+ = 0.0127hs
+ �18�

and

q2+ =
1

2a1
= 6.66 �19�

It must be pointed out that this limiting behavior is somewhat
academic as the logarithmic region starts above y+=50 so that
these behaviors hold for hs

+�1600, i.e., very large roughness lev-
els.

3.2.4 General Case. Although the roughness correction for the
two limiting cases of weakly and very rough surfaces can be de-
rived analytically from the model equations, the roughness correc-
tion for most realistic cases first requires us to determine numeri-
cally the k-L model solution over a smooth surface. For that
purpose, the model equations together with the momentum equa-
tion are rewritten in wall variables, noted +, i.e., making them
dimensionless with the viscosity and the friction velocity; advec-
tion terms are neglected so that the equation set reduces to

1 =
�u+

�y+ − �u�v��+ = �1 + t
+�

�u+

�y+ �20�

t
+ = 	
 �21�

0 = − 2u�v�+�u+

�y+ − 2
q+3

B1L+ − 2� �q+

�y+	2

+
�

�y+��1 + Sqt
+�

�q+2

�y+ 

�22�

0 = �2 − E2�
q+

B1
�1 − � L+

�y+	2
 − Sq

t
+

L+� L+

�d+	2� �L+

�y+	2

+
2Sqt

+

q+2

�L+

�y+

�q+2

�y+ +
�

�y+��1 + Sqt
+�

�L+

�y+
 �23�

The above set of equations is solved to obtain the velocity, turbu-
lent kinetic energy, and length scale profiles in the wall region on
a smooth surface. A very fine grid is used to achieve grid inde-
pendent solutions. From that, the corrections d0

+�hs
+�, L0

+�hs
+�, and

q0
+2�hs

+� can be determined. They were fitted as

d0
+ = max�0;0.92 ln hs

+ − 1.09 − 0.0309hs
+�exp�−

− hs
+

70
	

+ max�0;2.93 ln hs
+ − 7.33�exp�−

− hs
+

880
	 + 0.0309hs

+

�24�

L0
+ = �0.507 max�0;0.92 ln hs

+ − 1.09� − 0.0127hs
+�exp�−

− hs
+

70
	

+ max�0;1.67 ln hs
+ − 4.25�exp�−

− hs
+

920
	 + 0.0127hs

+ �25�

q0
+2 = max�q1;10q1

1.73�min1;min�� hs
+

45
	−0.5

;

max� hs
+

60
	�−0.66

;0.666q1
−1.73
� �26�

where

q1 = 0.093�max�0;0.932 ln hs
+ − 1.09��2

The above formulas of course, fulfill the two limiting behaviors
previously evidenced. The numerical solution and the above fits
only slightly depart for hs

+ about 10.

4 Validation
Model validation was performed using ONERA’s two-

dimensional boundary layer code CLIC2 �Aupoix �26��. An auto-
matic grid adaptation procedure ensures grid converged results.
Some transient can be observed at the beginning of the computa-
tions due to the initial boundary layer profile generation from a
locally self-similar solution.

A set of experiments had to be selected. Attention was first paid
to the skin friction measurement accuracy and to the availability
of several measurement stations to document boundary layer evo-
lution. Academic, well defined, roughness elements as well as
random ones, covering a wide range in Reynolds numbers based
as well on the roughness hs

+ as on the boundary layer momentum
thickness R�, were retained. At last, pressure gradient effects were
addressed. As the poor ability of the equivalent sand grain ap-
proach to predict heat transfer was already pointed out above,
only dynamical aspects will be considered here.

For each experiment, a smooth wall calculation is presented to
evidence the friction increase due to the roughness. The predic-
tions of the presently modified k-L model are compared with those
of the following models

• The ONERA modification of the Spalart and Allmaras
model �Aupoix and Spalart �17�� which was derived using
the same strategy

• Wilcox’s correction of the k-� model, here applied to
Menter �27� base line �BSL� model to get rid of any influ-
ence of small freestream turbulence levels �in Wilcox’s cor-
rection, only the level of the specific dissipation � is
changed at the wall�

• Krogstad’s �10� correction of the mixing length model in
which the wall damping function is altered

• Rotta’s �15� correction of the mixing length model in which
the wall distance is shifted to have a nonzero turbulence
level at the wall

These models were selected to give samples of popular models.
No two-layer model was retained as they are not well suited for
use in general Navier–Stokes solvers. The two mixing length
models are no longer really used but are significant examples of
roughness modeling practices. The Boeing extension of Spalart
and Allmaras’ model was not retained, the reader is referred to
Aupoix and Spalart �17� to check that the differences between the
predictions of the two extensions of Spalart and Allmaras’ model
are minor.

4.1 Mississippi State University Experiments

4.1.1 Presentation. Various experiments of flow over geo-
metrical roughness elements were performed at the Mississippi
State University �MSU�. Scaggs et al. �28� and Taylor et al. �29�
investigated the flow in a pipe. Roughness elements were hemi-
spheres or cones, arranged on a staggered grid, with only one
roughness size or alternate rows of two roughness heights. Hosni
et al. �30–32� studied boundary layer development over the same
type of roughness elements in a low speed wind tunnel specifi-
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cally designed to also measure heat transfer. At last, Chakroun
�33� and Chakroun and Taylor �34� investigated the joint effects of
roughness and acceleration but only measured heat transfer.

Hosni et al. data for zero pressure gradient flows are used here.
Only hemispheres of 0.635 mm radius are considered, as little
information is available for the cone experiments. Among the
available experiments, two spacings of twice and four times the
base diameter and two velocities of 12 m s−1 and 58 m s−1 are
chosen as they allow us to investigate a significant range in Rey-
nolds number R� and flow regime hs

+. The equivalent sand grain
roughness was obtained with Dirling, Jr.’s �7� correlation; they are
1.1 mm and 0.29 mm, respectively, for spacings of twice and four
times the base diameter.

Skin friction was deduced from the Reynolds shear stress
�u�v�� above the roughness elements, corrected via a momentum
balance. It was checked at ONERA that these skin friction levels
are in good agreement with estimates from the von Kármán
equation.

The Reynolds number based on the momentum thickness R�

ranges between 1000 and 6000 for the 12 m s−1 experiment and
between 5000 and 30,000 for the 58 m s−1 experiment.

However, the initial boundary layers are poorly documented.
We are not even sure that the boundary layer is turbulent at the
beginning of the rough plate for the 12 m s−1 experiments. All
computations were started with a small value of the Reynolds
number based on the momentum thickness R�=500. To get rid of
the influence of the initial data, skin friction predictions are plot-
ted versus the Reynolds number R�.

4.1.2 External Velocity of 12 m s−1: Spacing/Diameter Ratio
of 2. With hemispheres spaced twice their diameter and an exter-
nal velocity of 12 m s−1, the reduced equivalent sand grain rough-
ness hs

+ is about 45, i.e., a transition regime.
The roughness effect is significant; the experimental skin fric-

tion is about twice that on a smooth wall. All models underesti-
mate this increase, as shown in Fig. 2. Smith’s and Spalart and
Allmaras’ models give very close predictions, as expected, Spalart
and Allmaras’ model being slightly higher. Wilcox’s model gives a
higher friction level. Rotta’s and Krogstad’s models predict lower
skin friction levels.

4.1.3 External Velocity of 12 m s−1: Spacing/Diameter Ratio
of 4. When the spacing is increased, the surface is less rough so
that the reduced equivalent sand grain roughness is about 10, i.e.,
a transition regime. The experimental skin friction is about 50%
higher than on a smooth wall.

Rotta’s model here predicts the highest friction level; then, Wil-
cox’s model the next highest. Spalart and Allmaras’ and Smith’s
models again give similar results, while Krogstad’s model is un-
able to cope with so small a roughness and gives a “smooth”
prediction, as shown in Fig. 3.

4.1.4 External Velocity of 58 m s−1: Spacing/Diameter Ratio
of 2. When the velocity is increased, the reduced sand grain
roughness rises to about 220, i.e., a fully rough regime.

The roughness effect is important; the friction is more than
doubled compared to the smooth case, as shown in Fig. 4. All
models nearly give the same prediction, in fair agreement with
experiments. Smith’s and Wilcox’s models give the highest skin

Fig. 2 MSU experiments, hemispherical roughness elements,
spacing/diameter ratio of 2, external velocity of 12 m s−1, pre-
dictions of the skin friction coefficient versus momentum thick-
ness Reynolds number

Fig. 3 MSU experiments, hemispherical roughness elements,
spacing/diameter ratio of 4, external velocity of 12 m s−1, pre-
dictions of the skin friction coefficient versus momentum thick-
ness Reynolds number

Fig. 4 MSU experiments, hemispherical roughness elements,
spacing/diameter ratio of 2, external velocity of 58 m s−1, pre-
dictions of the skin friction coefficient versus momentum thick-
ness Reynolds number
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friction levels, Spalart and Allmaras’ and Krogstad’s models
slightly lower levels, and Rotta’s model the lowest.

4.1.5 External Velocity of 58 m s−1: Spacing/Diameter Ratio
of 4. With the same flow velocity but doubling the spacing be-
tween roughness elements, the reduced sand grain roughness is
now about 50, similar to the first test case, still in the transition
regime. The experimental skin friction is again nearly twice that
on a smooth wall.

The agreement with experimental data is fair, but models still
underpredict the skin friction. As shown in Fig. 5, the model rank-
ing is similar to the first test case. Wilcox’s model still predicts the
highest skin friction level, Spalart and Allmaras’ and Smith’s
models again give identical results, while Rotta’s model is slightly
below and Krogstad’s model predicts lower skin friction levels.

All models give rather satisfactory predictions for both
58 m s−1 experiments and underestimate more significantly the
wall friction for the 12 m s−1 one. This suggests that the equiva-
lent sand grain roughness is underestimated by the correlation and
may, moreover, depend on the roughness Reynolds number.

4.2 Acharya et al. Experiments

4.2.1 Presentation. At the Brown Bowery Research Center,
Acharya et al. �35� performed various experiments on rough
plates. Two plates were sand blasted to obtain different roughness
shapes and heights. Two plates were designed to mimic the sur-
face roughness of a water pump blade. For that purpose, the plates
were first covered with ball spheres; then, spaces between the
spheres were filled with silicium carbide and finally covered with
lacquer. This technology was developed by trial and error to re-
produce realistic surface shapes, concerning as well height distri-
butions as slope distributions. These plates were labeled SRS for
simulated rough surface. A SRS1 plate was covered with acrylic
paint to make it smoother. The averaged roughness Ra is 93 �m
and the average slope 6 deg. A SRS2 plate had an averaged rough-
ness Ra of 113 �m and an average slope of 10 deg. At last, a grid
was also investigated. Only plates SRS1 and SRS2, which are
closer to applications, will be considered here.

Statistics of roughness are given in the publication. The equiva-
lent sand grain roughness was determined from Tarada’s work
�36�. The SRS1 surface has a roughness height of 0.345 mm and
an equivalent sand grain roughness of 0.524 mm. The SRS2 sur-
face has a roughness height of 0.399 mm and an equivalent sand

grain roughness of 1.064 mm.
Although various velocity speeds were investigated, results are

available only for a velocity of 19 m s−1, which will be the inves-
tigated case. The Reynolds number R� ranges between 2000 and
10,000.

The wall friction was measured using a floating element bal-
ance coated with the same rough surface. It must be mentioned
that shape factor values are noisy as they were computed from the
displacement and momentum thickness, extracted from a small
figure in the article.

4.2.2 SRS1 Surface. This case corresponds to a reduced
equivalent sand grain roughness height hs

+ about 25, i.e., a transi-
tion regime.

Predictions of the skin friction coefficient and of the shape fac-
tor are plotted in Figs. 6 and 7. The skin friction is increased by
about 50%. All models reproduce this increase fairly well, but
now Spalart and Allmaras’, Smith’s, and Rotta’s models predict
nearly identical results, in fair agreement with experiments while
Wilcox’s model yields slightly larger levels and Krogstad’s model
again underpredicts the skin friction increase.

The differences on the shape factor are not similar, Rotta’s and
Wilcox’s models giving the highest values, Smith’s and Spalart

Fig. 5 MSU experiments, hemispherical roughness elements,
spacing/diameter ratio of 4, external velocity of 58 m s−1, pre-
dictions of the skin friction coefficient versus momentum thick-
ness Reynolds number

Fig. 6 Acharya et al. experiments, SRS1 surface, predictions
of the skin friction coefficient

Fig. 7 Acharya et al. experiments, SRS1 surface, predictions
of the shape factor
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and Allmaras’ models identical and lower values, and Krogstad’s
model, of course, the lowest value. It must be recalled that for
self-similar boundary layers

H =
1

1 − G�Cf/2
�27�

where G is constant for a zero pressure gradient boundary layer
�G�6� so that an increase of the skin friction coefficient leads to
an increase of the shape factor. Different rankings on the skin
friction and shape factor levels must be blamed on the turbulence
model itself, which provides the value of G.

It must, however, be pointed out that differences in the shape
factor values between experiments and computations may also
reflect differences in the near wall region where the definition of
the wall distance and, hence, the integration to compute integral
thicknesses is questionable.

4.2.3 SRS2 Surface. This surface is rougher than the previous
one. The reduced equivalent sand grain roughness hs

+ is about 70,
i.e., the border between the transition and fully rough regimes.

Although the reduced sand grain roughness is moderate, the
skin friction increases by more than 60%. All models nearly pre-
dict the same skin friction, as shown in Fig. 8, in excellent agree-
ment with experiments. Here, again, Wilcox’s model gives
slightly larger values, followed by Spalart and Allmaras’ model,
then by Smith’s model; Krogstad’s and Rotta’s models predict the
lowest levels. The shape factor evolution is also well reproduced,
as shown in Fig. 9. The highest levels are obtained with
Krogstad’s and Rotta’s models, a little above Wilcox’s model,
while Spalart and Allmaras’ and Smith’s models yield the lowest
levels. Here, again, the influence of the turbulence model is re-
trieved, with the use of the mixing length model leading to higher
shape factor values.

4.3 Blanchard’s Experiments

4.3.1 Presentation. At ONERA, Blanchard �16� used sand pa-
per or grids to generate rough surfaces. Only sand paper experi-
ments, where the surface is closer to applications, are considered
here.

Two surfaces, one with an average roughness height of
0.425 mm and the other one of 0.58 mm, are considered. For the
first surface, an experiment without pressure gradient, for an ex-
ternal velocity of 45 m s−1, and an experiment with decelerated
flow are available. For the second surface, only a zero pressure
gradient experiment is available. The Reynolds number R� ranges

between 3000 and 10,000.
Velocity profiles were measured with hot wires. Skin friction

was deduced from the velocity profiles, checked with turbulent
stress measurements above the roughness elements and the bal-
ance of the von Kármán equation. Boundary layer integral thick-
nesses are tabulated in the thesis. Boundary layer profiles are
available for the last experiment.

Blanchard gave some information about the roughness elements
and proposed to model them as cones, with a base diameter to
height ratio of 4 /3. The roughness spacing L /h is estimated to be
about 2.3. Finally, Blanchard proposed the sand grain roughness
height to be half the average roughness height, which is not con-
sistent with Dirling Jr.’s correlation using the above geometrical
description. This value was used in all calculations.

4.3.2 0.425 mm High Roughness: Zero Pressure Gradient
Flow. For this experiment, the reduced equivalent sand grain
roughness hs

+ is about 150, i.e., a fully rough regime.
Predictions of the skin friction coefficient and of the shape fac-

tor are plotted in Figs. 10 and 11. The roughness effect is impor-
tant as the skin friction level doubles. Wilcox’s, Smith’s, and
Krogstad’s models predict the highest friction levels, in fair agree-
ment with experiments, while Spalart and Allmaras’ and Rotta’s

Fig. 8 Acharya et al. experiments, SRS2 surface, predictions
of the skin friction coefficient

Fig. 9 Acharya et al. experiments, SRS2 surface, predictions
of the shape factor

Fig. 10 Blanchard’s experiments, roughness height of
0.425 mm, zero pressure gradient flow, predictions of the skin
friction coefficient
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models give slightly lower levels.
The shape factor increase is well reproduced by all models, the

ranking being similar to the one obtained for the SRS2 surface.

4.3.3 0.425 mm High Roughness: Positive Pressure Gradient
Flow. The roughness is the same as the previous one. Thanks to
the flow deceleration, the hs

+ level decreases, but the flow remains
in the fully rough regime.

Predictions of the skin friction coefficient and of the shape fac-
tor are plotted in Figs. 12 and 13. Here, again, Smith’s and Wil-
cox’s models give the highest friction levels, in fair agreement
with experiments. Krogstad’s model is fair but decreases too
quickly. Spalart and Allmaras’ and Rotta’s models give close pre-
dictions and slightly underestimate the friction level.

The same differences as the previous ones are observed on the
shape factor, Smith’s and Spalart and Allmaras’ model giving
similar results while Wilcox’s, Krogstad’s, and Rotta’s models
yielding higher values.

4.4 0.58 mm High Roughness: Zero Pressure Gradient
Flow. For bigger roughness elements, the reduced sand grain
height hs

+ is about 200, still a fully rough regime, comparable to

the third MSU experiment.
Predictions of the skin friction coefficient and of the shape fac-

tor are plotted in Figs. 14 and 15. The skin friction more than
doubles. Wilcox’s, Smith’s, and Krogstad’s models are in fair
agreement with experiment; Spalart and Allmaras’ and Rotta’s
models give lower friction levels.

Here, again, the agreement with the experimental shape factor
is satisfactory, Wilcox’s, Rotta’s, and Krogstad’s models giving
similar levels while Smith’s and Spalart and Allmaras’ models
slightly lower levels.

Velocity profiles at the last station are plotted in Fig. 16. Only
the transport equation models are plotted for the sake of clarity.
Nearly no differences can be observed between the three models;
small differences can be observed with the mixing length models.
The key difference between rough and smooth surfaces is due to
the change in skin friction level since the velocity profile is self-
similar in such an experiment without pressure gradient so that the
velocity profile can be expressed as

Fig. 11 Blanchard’s experiments, roughness height of
0.425 mm, zero pressure gradient flow, predictions of the
shape factor

Fig. 12 Blanchard’s experiments, roughness height of
0.425 mm, positive pressure gradient flow, predictions of the
skin friction coefficient

Fig. 13 Blanchard’s experiments, roughness height of
0.425 mm, positive pressure gradient flow, predictions of the
shape factor

Fig. 14 Blanchard’s experiments, roughness height of
0.58 mm, zero pressure gradient flow, predictions of the skin
friction coefficient
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Hence, the agreement between model predictions and experimen-
tal data is good, except very close to the wall where results are
more sensitive to slight differences in the definition of the wall
distance between experiments and computations.

5 Conclusion
A general procedure was proposed to extend any turbulence

model to account for wall roughness by forcing the model to
reproduce the shift in the logarithmic region. This procedure was
applied to Smith’s k-L and Spalart and Allmaras’ one-equation
models.

Models were compared over a wide range of roughness and
boundary layer Reynolds numbers. For all cases, Spalart and Al-
lmaras’ and Smith’s model extensions give nearly identical pre-
dictions, which supports the logics of the proposed procedure.
Application to an adverse pressure gradient test case tends to vali-

date the procedure in the presence of pressure gradients. This is
confirmed by comparison with new experimental results obtained
at ONERA �to be published soon�.

For small roughness elements, Krogstad’s model is unable to
correctly predict the roughness influence. This is a drawback of
reproducing roughness effects only by altering the model damping
functions. Over rougher walls �hs

+�50�, all the tested models give
similar predictions as all were at least educated to reproduce the
completely rough regime.

The agreement with experiments is generally fair, except for the
MSU experiments in the transition regime. For these test cases,
the equivalent sand grain roughness determined from Dirling Jr.’s
correlation is not consistent with the experimental skin friction
increase. This shows the need for more efficient correlations to
determine the equivalent sand grain roughness as Dirling Jr.’s cor-
relation heavily relies on academic roughness as the one used in
the MSU experiment but fails to predict it correctly.

The model ranking, concerning skin friction levels, depends on
the reduced sand grain roughness hs

+, not on the boundary layer
Reynolds number R�. This is not surprising as the roughness effect
mainly affects the inner region of the boundary layer. Wilcox’s
model generally yields larger skin friction values.

Finally, it must be mentioned that the present extension of
Smith’s k-L model was implemented and validated in ONERA
Navier–Stokes solver elsA.
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Nomenclature

Latin Alphabet
Cf � skin friction coefficient
d0 � shift in wall distance
h � roughness element height

hs � equivalent sand grain height
k � turbulent kinetic energy
L � turbulence length scale
q � turbulent velocity scale �q2=2k�
u � longitudinal velocity component

u� � friction velocity
y � wall normal coordinate

Greek Alphabet
�u+ � shift of the logarithmic region due to wall

roughness
� � turbulent kinetic energy dissipation rate
� � von Kármán constant
� � viscosity
�t � turbulent viscosity
� � density

�w � skin friction

Symbols
+ � value in wall units
e � value at the outer edge of the boundary layer
r � value over a rough surface
s � value over a smooth surface
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Friction Factor Directly From
Transitional Roughness
in a Turbulent Pipe Flow
The friction factor data from transitional rough test pipes, from the measurements of
Sletfjerding and Gudmundsson (2003, “Friction Factor Directly From Roughness Mea-
surements,” J. Energy Resour. Technol. 125, pp. 126–130), have been analyzed in terms
of directly measurable roughness parameters, Ra the arithmetic mean roughness, RZ the
mean peak to valley heights roughness, Rq the root mean square (rms) roughness, and
Rq /H rms textured roughness (H, the Hurst exponent is a texture parameter), in addition
to h the equivalent sand grain roughness. The proposed friction factor �, in terms of new
scaling parameter, viz., the roughness Reynolds number Re�=Re/� (where � is a non-
dimensional roughness scale), is a universal relation for all kinds of surface roughness.
This means that Prandtl’s smooth pipe friction factor relation would suffice provided that
the traditional Reynolds number Re is replaced by the roughness Reynolds number Re�.
This universality is very well supported by the extensive rough pipe data of Sletfjerding
and Gudmundsson, Shockling’s (2005, “Turbulence Flow in Rough Pipe,” MS thesis,
Princeton University) machined honed pipe surface roughness data, and Nikuradse’s
(1933, Laws of Flow in Rough Pipe, VDI, Forchungsheft No. 361) sand grain roughness
data. The predictions for the roughness function �U+, and the roughness scale � for
inflectional roughness compare very well with the data of the above mentioned research-
ers. When surface roughness is present, there is no universality of scaling of the friction
factor � with respect to the traditional Reynolds number Re, and different expressions are
needed for various types of roughnesses, as suggested, for example, with inflectional
roughness, monotonic roughness, etc. In traditional variables, the proposed friction fac-
tor prediction for inflectional roughness in the pipes, is supported very well by the
experimental data of Sletfjerding and Gudmundsson, Shockling, and Nikuradse. In the
present work, the predictions of friction factor as implicit relations, as well as approxi-
mate explicit relations, have also been proposed for various roughness scales.
�DOI: 10.1115/1.2776961�

Keywords: friction factor, turbulent flow, wall roughness, universal relations, pressure
drop, natural gas

1 Introduction
In fully developed turbulent flow in a smooth pipe, the friction

factor � is the function of Reynolds number Re, where Re
=Ubd /� and

� = −
dp

dx

2d

�Ub
2 =

8�w

�Ub
2 = 8� u�

Ub
�2

�1�

Here, Ub is the velocity averaged over the pipe cross-sectional
area, �=a is the pipe radius, d=2a is the pipe diameter, � is the
kinematic viscosity, �w is the wall shear stress, � is the fluid den-
sity, dp /dx is the pressure drop per unit length, and u�=��w /� is
the friction velocity. The Reynolds number Re=Ubd /� based on
average velocity Ub and pipe diameter d is the characteristic pa-
rameter of the flow.

The wall roughness in turbulent flow is often a dominating
effect in the friction factor. In offshore gas pipelines, for example,
where the Reynolds number is of the order of 107, the wall rough-
ness contributes the most to the pipeline pressure drop. In such
pipelines, it is a common practice to apply a coating on pipe walls
to reduce wall roughness and thus the pressure drop. Similarly, in
flow past merchant ships where the viscous drag dominates the

resistance, the wall roughness also significantly increases the drag.
The friction factor for transitional rough pipes has been proposed
from various sources �1–8�. The sand grain-type inflectional
roughness friction factor data were presented by Nikuradse �1�.
For monotonic �Colebrook� roughness, the implicit friction factor
expression was proposed by Colebrook �2�, which has been ex-
tensively considered in the literature. Barr �5� proposed explicit
approximate expression for monotonic roughness of Colebrook
�2� �see also Refs. �6,7��. Alternate, approximate expressions for
friction factor were also proposed by Sletfjerding �3�, Sletfjerding
and Gudmundsson �4�, and Haaland �8�, but the inflectional-type
roughness data were not satisfactorily described, which is also a
subject of present work. Moreover, these relations are based on
Karman constant of about k=0.4 from smooth pipe data �Ref. �9��,
but recent proposal k=0.432 �Ref. �10�� from superpipe is also
considered here.

Warburton �11� measured the peak to valley roughness height
RZ, for prediction of the friction factor due to roughness of a
graphite surface. Sletfjerding �3� and Sletfjerding and Gudmunds-
son �4� measured the surface roughness in the pipe using a pro-
filometer �Perthometer SP3�, having a stylus radius of 5 mm �im-
mediately after the flow tests measured the profile�. The roughness
profiles were measured at the bottom of the pipe along the axial
direction. The standard roughness parameters such as Ra the arith-
metic mean roughness, RZ the mean peak to valley height rough-
ness, Rq the root mean square �rms�, and H the Hurst exponent �a
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texture parameter� based on various tested pipes are tabulated in
Table 1 of Ref. �4�. The roughness parameters are mean values of
hundred samples. In the table, the coated pipes are listed accord-
ing to increasing bead size of the coating. The roughness param-
eters generally increase with increasing bead size. The slope of the
power spectral density �PSD� function �the Hurst exponent� is a
measure of the rate of change of the mean square value of the
profile roughness and is essentially a texture measure. The Hurst
exponent H may be combined with the rms-roughness parameter
Rq to form a roughness measure Rq /H=HT roughness �containing
both a height measure and a texture measure�. The experimental
data of Sletfjerding �3� and Sletfjerding and Gudmundsson �4� do
not include data in the transition region between smooth and
rough flows. Further experimental work is needed to verify the
behavior of the friction factor in the transition region at high Rey-
nolds numbers. Nevertheless, departure of their data from the
fully rough pipe relationship may throw some light on inflectional
roughness, Colebrook monotonic roughness, or any other type of
roughness.

The present work deals with alternative new transitional rough-
ness scales, such as the nondimensional roughness scale � �which
is associated with the roughness function �U+ of Clauser �12� and
Hama �13��, transitional roughness inner variable �=Z+ /�, rough-
ness friction Reynolds number R�=R� /�, and roughness Rey-
nolds number Re�=Re/� �Ref. �14��. The predictions of velocity
profile and friction factor are universal, explicitly independent of
transitional pipe roughness. For inflectional-type roughness, the
prediction of roughness function �U+ and roughness scale � com-
pare well with the data. The friction factor in traditional variables
proposed for inflectional-type roughness is not a universal rela-
tion, which compares with the entire data very well. The transi-
tional pipe roughness data of Sletfjerding �3� and Sletfjerding and
Gudmundsson �4� with respect to alternate roughness parameters
Ra, RZ, Rq, and Rq /H have been correlated with h, which is the
equivalent sand grain roughness of Nikuradse �1�. The friction
factor based on the alternate roughness parameters Ra, Rq, RZ, and
Rq /H has been proposed for transitional roughness in pipes.

2 Transitional Roughness in Pipes
The roughness function �U+ is a useful descriptor of the sur-

face roughness effects on mean velocity distribution above the
sublayer in the inner region. It is a physical representation of the
roughness dominated shift in the velocity profile of the smooth
wall law. For �U+	0, the shift is downward due to increase of
drag and for �U+
0, the shift is upward due to reduction of the
drag on the rough surface. Clauser �12� and Hama �13� introduced
the term roughness function �U+ as an additional term to the
smooth wall log law, for the description of the transitional rough
wall region. This also remains valid for the power law �or any
other law� that describes the velocity profile �Ref. �14��. The over-
all description of turbulent flows is in terms of two length scales
of the inner and outer layers. Based on dimensional analysis, the
inner region and outer wake region scales are considered.

The traditional velocity distribution and skin friction logarith-
mic laws on a transitional rough wall are the sum of the roughness
function �U+ and the smooth wall log law �Refs. �15–17��

u

u�

=
1

k
ln Z+ + B − �U+ + DW�Y� �2�

Uc

u�

=
1

k
ln R� + B − �U+ + D �3�

where Z+=Zu� /� is the wall variable, Y =Z /� is the outer variable,
and �U+ is the roughness function. Here, u is the axial velocity at
a distance y from the pipe surface of radius �=a. The function
W�Y� is the Coles wake function with the boundary conditions
W�0�=0 and W�1�=1. The normal coordinate is Z=y+�r, where
�r is the origin of the normal coordinate on the rough surface,

caused by irregular protrusions of the hydraulic roughness of
height h. It is a particular level between the protrusion peaks and
valleys, which automatically satisfies the constraints 0
�r
h
and �r=0 for a fully smooth surface. Further, R�=u�� /� is the
roughness Reynolds number, u�=��w /� is the friction velocity, Uc
is the velocity at pipe centerline, k is the Karman constant, B is the
additive term in the log law for smooth surface, and D is the
additive term in the outer velocity defect log law. In terms of fully
rough wall variable � /h, the skin friction law �3� becomes

Uc

u�

=
1

k
ln��

h
� + BT + D �4�

and the roughness function is given by the relation

�U+ =
1

k
ln h+ + B − BT �5�

Here, BT=BT�h+� is the additive term in transitional rough surface
log law of the wall and for fully rough surfaces, BT=BF is a
constant.

At this stage, we introduce here new variable � for the transi-
tional rough wall variable and three parameters R� the roughness
friction Reynolds number and Re�, the roughness Reynolds num-
ber defined as

� =
Z+

�
R� =

R�

�
Re� =

Re

�
�6�

where roughness scale � is connected to the roughness function
�U+ as

� = exp�k�U+� �U+ =
1

k
ln � �7�

From the relations �6� and �7�, the velocity profile log law �2� and
skin friction log law �3� become

u

u�

=
1

k
ln � + B + DW�Y� �8�

Uc

u�

=
1

k
ln R� + B + D �9�

which are the universal relations for all types of surface rough-
ness. The integration of composite wall-wake velocity profile �8�
yields the sectional average velocity Ub and the friction factors �3�
in the light of relations �6� and �7� become

�8

�
=

1

k
ln�Re� � �

32
� + B + D − Db �10�

�8

�
=

1

k
ln��

h
exp�k�BT − B��	 + B + D − Db �11�

where

Ub = Uc − u�Db Db =
3

2k
+

�

k 
W�1� − 2�
0

1

�1 − Y�W�Y�dY�
�12�

The power law velocity profile and the power law friction fac-
tor, as a function of the frictional Reynolds number R�, as well as
the roughness friction Reynolds number Re�, may also now be
considered. These relations for transitional wall roughness are ob-
tained from addition of the roughness function �U+ and the
smooth wall power law relations as

u

u�

= CpZ+
 + E��Y� − �U+ �13�

1256 / Vol. 129, OCTOBER 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Uc

u�

= CpR�
 + E − �U+ �14�

where  is the power index and Cp is the power law prefactor for
fully smooth surfaces �Refs. �14,18��. The function ��Y� is the
power law wake function with the boundary conditions ��0�=0
and ��1�=1. The power law velocity profile and power law fric-
tion factor for a transitional rough surface proposed by Afzal et al.
�14� are universal relations, explicitly independent of transitional
pipe roughness, stated below, viz.,

u

u�

= Ap�� + E��Y� �15�

Uc

u�

= ApR�
� + E �16�

It may be pointed out that based on the roughness scale �7�, the
power law velocity profile �13� and power law friction factor �14�
do not yield the proposed universal power laws �15� and �16�, but
the traditional velocity profile log law �2� and friction factor log
law �3� do yield the proposed universal log laws �8� and �9�. The
envelope of power law friction factor �16� with Ap=a /�+b yields
�14�

� =
�

ln R�

�17a�

Ap = � �

k�
+ B�exp�− �� �17b�

� = �1 +
kB

ln R�
�−1

�17c�

where power index �=��R�� and prefactor Ap=Ap�R�� are uni-
versal relations, explicitly independent of transitional surface
roughness. Further, the envelope of the skin friction power law
�16� also gives the skin friction log law �14� as follows:

Uc

u�

= k−1 ln R� + B + E �18�

where

k−1 =
a

�
exp��� �19a�

B = b exp��� �19b�

Here, the constants k and B, from power law theory, depend on �,
which in turn depends on the Reynolds number. For large Rey-
nolds numbers R�→� the function �→1 and k and B relations
�19a� and �19b� become universal constants independent of Rey-
nolds number, and the power law theory becomes equivalent to
log law theory.

The power law velocity profile �15� may be integrated over the
entire cross section �say, a pipe of radius �� to obtain the bulk
averaged velocity

Ub

u�

= 2�
0

�

�1 − Y�u+dY = R�
� 2Ap

�1 + ���2 + ��
+ Eb �20�

where

Eb = 2E�
0

1

�1 − Y���Y�dY �21�

The friction factor power law equation �20� may also be expressed
as

� = 8
 2Ap

�1 + ���2 + ��
R�

� + Eb�−2

�22�

In fully developed turbulent pipe flow, the outer wake is weak
�Eb0� and the expression �22� is simplified as

� = 8
2�−1

Ap
�1 + ���2 + ��Re�

−��2/�1+��

�23�

where n=2� / �1+�� is the friction factor power law index. For
fully smooth pipe, �=1 and Re�=Re and fully rough flows, �
=h+ and Re�=� /h, and in transitional pipe roughness, Re�Re�

�� /h. Further, for specific value �=1/7 or n=1/4, the power
law friction factor �23� for transitional rough pipes becomes

� =
0.3164

Re�
1/4 �24�

where numerical constant 0.3164 is adopted from Blasius �see
Ref. �19�� power law for fully smooth pipes valid in a domain 3
�103
R�
2�105. The power law friction factor is not further
considered here and the literature on power law relations is de-
scribed elsewhere �14�.

The friction factor log laws �10� for transitional roughness in
pipes, based on Prandtl’s �2� choice of the constants for fully
smooth pipe data of Nikuradse �20� over the Reynolds number
range 3.1�103
Re
3.2�106, are given below:

1
��

= 2 log10�Re ��� − 0.8 − �U+ �25a�

1
��

= 2 log10�Re�
��� − 0.8 �25b�

where, in particular, A= �k�8 log10�e��−1=2. For Reynolds num-
bers greater than about 106, the Princeton’s superpipe data of
McKeon �10� lie a little above this line for smooth pipe flow.
Based on the proposal of McKeon �10�, for smooth pipe constants,
the alternate correlation for transitional pipe roughness becomes

1
��

= 1.93 log10�Re ��� − 0.537 − �U+ �26a�

1
��

= 1.93 log10�Re�
��� − 0.537 �26b�

It may be pointed out that the three layer theory �with mesolayer�
by Afzal �21� proposed the friction factor, which for transitional
rough pipes becomes

1
��

= Alog10�Re ��� + b1 − �U+
1
��

= A log10�Re�
��� + b1

�27�

A =
1

�32 log10 e
�Ai + Ao�  3 �28�

where Ao=1/k=2.5 and Ai=5 are, respectively, the slopes of the
log law velocity profile in the mesolayer at its two asymptotic
ends, and which matches with inner and outer layers �see also Ref.
�22��. If Ai=A0=1/k, the mesolayer becomes trivial where friction
factor equations �27� and �28� yield two layer theory friction fac-
tor equation �10�. The implication of this mesolayer on higher
order low Reynolds number effects is also analyzed later in this
work.

Roughness Function. It has been pointed out by Bendrict �17�
�see also Ref. �23�� that one of the amazing fortuitous happenings
in engineering, and a tribute to Colebrook’s �2� insight is the
simple addition of two limiting expressions associated with the
log terms in the friction factors for fully smooth and fully rough
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pipes that predict a transitional friction factor increasing mono-
tonically with h+. The roughness scale � for the Colebrook �2�
commercial pipe roughness corresponds to �=1+�h+, with �
=exp�k�B−BF��=0.306, B=5.5, and BF=8.5, giving the well
known friction factor plot of Moody �24�. Other values of � were
also proposed by Yen �25� for open channel flows, and Grigson
�26� for different types of finish on hull surfaces of ships. Grigson
�26� also represented the roughness scale by a power series �
=1+�n=1

m bnh+
n, and the coefficients bn were fitted to the data. Slet-

fjerding �3�, Sletfjerding and Gudmundsson �4�, and Haaland �8�
also modified the Colebrook friction factor relation.

The inflectional roughness data of Nikuradse �1� have been ana-
lyzed by Loselevich and Pilipenko �see Ref. �27�� to suggest a
correlation. In the present work, dealing with inflectional rough-
ness in pipes, a simple expression for the roughness scale � is
proposed by introducing an exponential function exp�−j /h+� in
the Colebrook �4� relation, viz., �=1+�h+ and �=exp�k�B
−BF�� to yield

� = 1 + �h+ exp�−
j

h+
� �29a�

�U+ =
1

k
ln � �29b�

where j=0 corresponds to the Colebrook monotonic commercial
roughness and j�0 is a free parameter. The relation �29� for the
roughness scale �, for j�0, has a point of inflection at the origin
h+=0. Further, the exponential function in the relation �18� ap-
proaches unity for h+→� and zero for h+→0, which, respec-
tively, maintain the traditional friction factor relations of Ni-
kuradse �1� for fully rough pipes and for that of Prandtl �9� for
fully smooth pipes. For inflectional type roughness, the choice j
=11 has been obtained by curve fitting the data of Sletfjerding �3�,
Nikuradse �1�, Shockling �28�, and Shockling et al. �29�. The al-
ternate roughness parameters Ra, RZ, Rq, and Rq /H have been
measured for test pipes by Sletfjerding �3� and the data are de-
scribed in Table 1 by Sletfjerding �3� and Sletfjerding and Gud-
mundsson �4�, but they proposed no correlations with h, the
equivalent sand grain roughness �1�.

The friction factor �10� for inflectional roughness may be ex-
pressed in traditional variables by using the roughness function
�29� in terms of the Reynolds number Re=Ubd /� and becomes

�8

�
= −

1

k
ln�exp�− k�B + D + Db��
 1

Re
�32

�

+ �
h

�
exp�−

j

Re
�32

�

�

h
��	 �30�

In terms of the rough wall parameter � /h, the friction factor Eq.
�11� may also be expressed as

1
��

=
1

k�8
ln��

h
� + bT �31�

bT =
1
�8

�BT + D − Db� �32�

BT = B −
1

k
ln
 1

h+
+ � exp�−

j

h+
�� �33�

The friction factor equation �25� from roughness function �29� or
Eq. �30�, based on smooth pipe constants of Prandtl �9�, becomes

1
��

= − 2 log10
 2.51

Re��
+

h

3.7�
exp�− j

5.66

Re��

�

h�� �34�

Based on smooth pipe constants from McKeon �10� and relation
�26� or �30�, the friction factor becomes

1
��

= − 1.93 log10
 1.90

Re��
+

h

3.7�
exp�− j

5.66

Re��

�

h�� �35�

The explicit approximate relation for the friction factor �34� be-
comes

1
��

= − 2 log10
 5.74

Re0.9 +
h

3.7�
exp�− j

12.91

Re0.9

�

h
�� �36�

and the friction factor �35� becomes

1
��

= − 1.932 log10
 4.22

Re0.9 +
h

3.7�
exp�− j

9.50

Re0.9

�

h
�� �37�

The above relations with j=11 fit well with the inflectional rough-
ness data. For monotonic roughness �j=0� Eq. �34� yields the
Colebrook �2� friction factor relation and the explicit approximate
equation �36� yields the friction factor proposed by Barr �5�,
Churchill �6�, and Swamee and Jain �7�. Furthermore, for fully
smooth pipes, the explicit approximate friction factor equation
�36� yields �2�

1
��

= − 2 log10� 5.74

Re0.9� �38�

which describe the data for 5�103�Re�108 and the explicit
approximate friction factor equation �37� yields �3�

1
��

= − 1.932 log10� 4.22

Re0.9� �39�

The above equations �38� and �39� would be used in Table 1,
while dealing with explicit approximate friction factor relations
for various types of transitional roughness.

3 Second Order Effects
The Reynolds equations of mean momentum in a turbulent flow

are open equations containing the unknown Reynolds stress ten-
sor. In dealing with open equations for turbulent motion, without
any closure models based on eddy viscosity, mixing length, k−�,
etc., it is not easy to access the higher order effects. The extension
of Izakson–Millikan argument for moderately large Reynolds
numbers requires the order of knowledge of the higher order ef-
fect �Ref. �30��. Furthermore, for lower Reynolds numbers, it is
not known to what order the Izakson �31� and Millikan �32� argu-
ment is valid. For fully developed turbulent flow in a pipe or
channel, the higher order effect of order � was postulated by Afzal
�30�. Later, from the mesolayer theory, it was postulated by Afzal
�21,22� that the higher order effect is of order ��. The analysis of
higher order effects in a fully developed turbulent pipe flow, fol-
lowing Refs. �21,22,28�, gives the friction factor as follows:

1
��

= − �A + A1/2
�� + A1� + ¯ �log � + C + C1/2

�� + C1� + ¯

�40�

�−1 = Re�
�� R� =

Re

�
�41�

As an engineering approximation, the slope of the log law may be
considered to be independent of the Reynolds number �Refs.
�30,33,34�� implying A1/2=A1=0, and thus the friction factor be-
comes

1
��

= A log�Re�
��� + C +

C1/2

�Re�
���1/2

+
C1

Re�
��

+ ¯ �42�

Afzal �30� regarded that the second order effects are of order �,
which implies C1/2=0, whereupon the friction factor becomes
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1
��

= A log�Re�
��� + C +

C1

Re�
��

�43�

Afzal and Yajnik �34� estimated the friction factor for fully
smooth pipes ��=1 or �U+=0� as

1
�Cf

= 4 log�Re�Cf� − 0.93 +
150

Re�Cf

�44a�

1
��

= 2 log�Re��� − 1.06 +
150

Re��
�44b�

where Cf =� /4. These relations may be compared with earlier
work on smooth pipes given below:

�Zagarola and Smits �35��
1
��

= 1.869 log�Re��� − 0.241

− 233�Re���−0.9 �45�

�McKeon etal. �36��
1
��

= 1.92 log�Re��� − 0.475

− 7.04�Re���−0.55 �46�

Here, the second order low Reynolds number effects were attrib-
uted to viscous effects �35,36� and data from the average of the
difference between log law velocity and Spalding �37� empirically
velocity profile were fitted with Reynolds number power index
−0.9 �35� and later −0.55 �36�. These authors neither made any
link between the nature of their curve fit with Reynolds number

Table 1 Roughness scale and friction factor in fully rough and transitional rough pipes

Scale

Friction
factor

for fully rough pipes

Friction factor
for transitional rough pipes

implicit and approximate explicit expressions

Rq 1
��

=−2 log10� Rq

0.7� � 1
��

=−2 log10� 2.51

Re��
+

Rq

0.7�
exp�−j

1.062

Re��

�

Rq �� 1a

1
��

=−2 log10� 5.74

Re0.9 +
Rq

0.7�
exp�−j

2.58

Re0.9

�

Rq
�� 1b*

RZ 1
��

=−2 log10�RZ

3� � 1
��

=−2 log10� 2.51

Re��
+

RZ

3�
exp�−j

4.55

Re��

�

RZ �� 2a

1
��

=−2 log10� 5.74

Re0.9 +
RZ

3�
exp�−j

10.41

Re0.9

�

RZ
�� 2b*

Ra 1
��

=−2 log10� Ra

0.57� � 1
��

=−2 log10� 2.51

Re��
+

Ra

0.57�
exp�−j

0.754

Re��

�

Ra �� 3a

1
��

=−2 log10� 5.74

Re0.9 +
Ra

0.57�
exp�−j

1.724

Re0.9

�

Ra
�� 3b*

Rq /H 1
��

=−2 log10�Rq /H

0.5� � 1
��

=−2 log10� 2.51

Re��
+

Rq /H

0.5�
exp�−j

0.754

Re��

�

Rq /H �� 4a

1
��

=−2 log10� 5.74

Re0.9 +
Rq /H

0.5�
exp�−j

1.724

Re0.9

�

Rq /H �� 4b*

h 1
��

=−2 log10� h

3.7D � 1
��

=−2 log10� 2.51

Re��
+

h

3.7�
exp�−j

5.66

Re��

�

h �� 5a

1
��

=−2 log10� 5.74

Re0.9 +
h

3.7�
exp�−j

12.91

Re0.9

�

h �� 5b*

h 1
��

=−1.93 log10� h

3.7D � 1
��

=−1.93 log10� 1.90

Re��
+

h

3.7�
exp�−j

5.66

Re��

�

h �� 6a

1
��

=−1.93 log10� 4.22

Re0.9 +
h

3.7�
exp�−j

9.50

Re0.9

�

h �� 6b*

* Explicit friction factor equations �1b�–�5b� with A=2 are based on approximate fully smooth pipe equation
�38� and friction factor equation �6b� with A=1.93 in Eq. �39�.
Rq=root mean square �rms� roughness
RZ=mean peak to valley height roughness
Ra=arithmetic mean roughness
Rq /H=height-texture �HT� roughness
h=equivalent sand grain roughness
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power index −0.9 or −0.55 and nor associated it with the physics
of turbulent motion. Moreover, the comparison of friction factors
�45� and �46�, with experimental data, were not explicitly shown
in their work.

The Karman constans from fully smooth pipe data considered
as k=0.4 �A=2� by Prandtl �9�, k=0.42 �A=1.93� by McKeon
�10�, and k=0.432 �A=1.89� by Zagarola and Smits �35�. The
transitional rough pipe data of Sletfjerding �3� for inflectional
roughness P2-P8, Shockling �28� machine honed surface rough-
ness, Nikuradse �1� sand grain roughness, and Blasius-type 1/4
power law for transitional roughness given by Eq. �24�, along with
fully smooth pipe data of McKeon �10�, Oregon’s data �McKeon
et al. �38��, and data of Patel and Head �33�, have been analyzed
in Sec. 4 leading to the following results given in advance. If
second order effect is of order �, then the friction factor law �43�
for A=2 and A=1.93, respectively, becomes

1
��

= 2 log�Re�
��� − 0.88 + 75�Re�

���−1 + O��Re�
���−2�

�47�

1
��

= 1.93 log�Re�
��� − 0.537 − 85�Re�

���−1 + O��Re�
���−2�

�48�

If the second order effects are of order ��, then the friction factor
law �42�, for A=2 and A=1.93, respectively, becomes

1
��

= 2 log�Re�
��� − 0.88 + 2.2�Re�

���−1/2 + O��Re�
���−1�

�49�

1
��

= 1.93 log�Re�
��� − 0.537 − 3.8�Re�

���−1/2 + O��Re�
���−1�

�50�

Equations �47� and �49� for A=2 and Eqs. �48� and �50� for A
=1.93 from the same data show the sign change in the order of
magnitude of the second order low Reynolds number effects.
Clearly, a more judicious criterion for choice of universal numeri-
cal value for the Karman constant k or A= �k�8 log10�e��−1 is also
needed for the estimation of the second order low Reynolds num-
ber effects.

In Eqs. �49� and �50� to the lowest order, the mesolayer is trivial
and its implications on higher order effects have been investi-
gated. If the mesolayer is a substantive or distinguished layer, then
from three layer theory, the friction factor equations �27� and �28�
where Ai=5 and Ao=2.5 and A3, have been investigated in two
cases where second order effects are of order �Re�

���−1 and
�Re�

���−1/2. The present predictions, respectively, yield

1
��

= 3 log�Re�
��� − 4.2 + 325�Re�

���−1 + O��Re�
���−2�

�51�

1
��

= 3 log�Re�
��� − 5 + 33.4�Re�

���−1/2 + O��Re�
���−1�

�52�
where the numerical value of second order effect shows that Eq.
�52� is more appropriate.

4 Results and Discussion
The roughness function �U+, and the roughness scale � de-

duced from the data of Sletfjerding �3� for the roughness param-
eters a /h=402 �P7�, 519 �P6�, 845 �P5�, 976 �P8�, 1201 �P4�,

2720 �P3�, 3280 �P2�, and 68160 �P1� are shown in Figs. 1�a� and
1�b�. Shockling �28� machine honed surface roughness data for
a /h=7190 and Nikuradse �1� sand grain roughness data for a /h
=507 are also shown in these figures. The seven data sets of
Sletfjerding �3� for a /h=402 �P7�, 519 �P6�, 845 �P5�, 976 �P8�,
1201 �P4�, 2720 �P3�, and 3280 �P2� and the data of Shockling
�28� for a /h=7091 show inflectional-type roughness, analogous to
Nikuradse �1� sand grain roughness. In the roughness function
�U+ and roughness scale � predictions �29a� and �29b� for inflec-
tional roughness, the free constant j�0 was estimated as j=11
from fit to inflectional roughness data of Sletfjerding �3� and
Shockling �28�. With �U+=k−1 ln �, the author proposed � and h
predictions �29� for inflectional roughness with j=11 and these
functions were used for estimation of friction factor in traditional
variables from our universal friction factor variables. Sletfjerding
�3� data a /h=68,160 �P1� is also shown in the same figures where
the roughness function �U+ and roughness scale � show mono-
tonic roughness. The predictions29 with j=0 corresponding to
Colebrook �2� monotonic roughness compare very well with the
data.

Fig. 1 Comparison of the roughness characteristics of the
pipes from P2-P7 data of Sletfjerding, a /h=7190 data of Shock-
ling, and a /h=507 data of Nikuradse for inflectional roughness
with present prediction „29… for j=11 shown by a solid line.
Comparison of P1 data of Sletfjerding with Colebrook mono-
tonic roughness prediction „29… with j=0 shown by a dash line.
„a… Roughness function �U+ against h+. „b… Roughness scale �
against h+.
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The friction factor � versus roughness Reynolds number Re�

=Re/� from the data of Sletfjerding �3�, Shockling �28�, and Ni-
kuradse �1�, shown in Figs. 2�a� and 3�a�, shows universality,
which is explicitly independent of the transitional surface rough-
ness. Our friction factor prediction �25b� also plotted in Figs. 2�a�
and 3�a� describes the universal behavior very well for all kinds of
roughnesses. The friction factor 1 /�� versus Re� from the data of
Sletfjerding �3�, Shockling �28�, and Nikuradse �1� shown in Fig.
4�a� shows universal linear relation, explicitly independent of the
transitional surface roughness. Our universal prediction 1/�� ver-
sus Re� from relation �25b� also plotted in Figs. 4�a� also supports
the universal linear relation very well for all kinds of roughnesses.

In contrast, the friction factor, in terms of traditional Reynolds
number Re, is not universal, and depends on the nature of the
surface roughness. The experimental data of Sletfjerding �3�, how-
ever, did not include the data in the transition region between

smooth and rough flows, and further experimental work is needed
to verify the behavior of the friction factor in the transition region
at high Reynolds numbers. Nevertheless, departure of their fric-
tion factor data from fully rough pipe relationships may throw
some light on its nature, to show whether it is the inflectional
roughness, Colebrook monotonic roughness, or any other type of
roughness. Moreover, as shown earlier, Figs. 1�a� and 1�b� di-
rectly dealing with the roughness provide a guidance that the
seven data sets of Sletfjerding �3� for a /h=402 �P7�, 519 �P6�,
845 �P5�, 976 �P8�, 1201 �P4�, 2720 �P3�, and 3280 �P2� and the
data of Shockling �28� for a /h=7091 show inflectional-type
roughness. The friction factor data P2-P8 of Sletfjerding �3�, and
a /h=7190 data of Shocking �28�, shown in Fig. 2�b�, show
inflectional-type behavior, analogous to Nikuradse �1� sand grain
roughness. Our predictions of the friction factor �34� for inflec-
tional roughness with �j=11� using solid lines also shown in the

Fig. 2 Comparison of the roughness characteristics of the pipes from P2-P7
data of Sletfjerding, a /h=7190 data of Shockling, and a /h=507 data of Ni-
kuradse showing inflectional roughness and P1 data of Sletfjerding showing
monotonic roughness with present work. „a… Friction factor � with roughness
Reynolds number Re/� from the data showing universal behavior, explicitly
independent of transitional pipe roughness. „—… Present universal relation
„25b…. „b… Friction factor � with traditional Reynolds number Re from data
showing nonuniversal behavior that depends on transitional pipe roughness.
„—… Present inflectional roughness prediction „34… with j=11, „----… Colebrook
monotonic roughness prediction „34… with j=0.
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same figure compare very well with the data. The friction factor
data P1 of Sletfjerding �3� also shown in Figs. 2�b� and 3�b� have
monotonic behavior, which also compare well with Colebrook �2�
monotonic roughness �34� with �j=0�. In conclusion, the data
P2-P8 of Sletfjerding �3� and a /h=7190 data of Shocking �28�
compare very well with our prediction of friction factor, rough-
ness function, and roughness scale for inflectional-type roughness,
and so also P1 data of Sletfjerding �5� compare well with Cole-
brook monotonic roughness. The situation is further clearly ex-
pressed in Fig. 3�b� where predictions �34� for P2-P8 data of
Sletfjerding �3� and a /h=7190 data of Shocking �28� compare
very well with our predictions for the inflectional roughness �j
=11� shown by solid lines and the P1 data of Sletfjerding �3�
compare very well with monotonic roughness �j=0� shown by
dotted line. Further, the data of Nikuradse �1� for a /h=507, also

shown in Fig. 3�b�, correspond to inflectional roughness, but the
prediction line is not shown, which may be inferred from the
neighborhood of P6 data for a /h=519. Our predicted friction fac-
tor based on Eq. �34�, in terms of the traditional Reynolds number
Re shown in Figs. 2�b� and 3�b�, is also in good agreement with
the data of Sletfjerding �3�, Shocking �28�, and Nikuradse �1�. The
situation is further clearly expressed in Fig. 4�b� and no additional
comment is needed.

Shockling �28� measurements on inflectional roughness in Prin-
ceton’s superpipe proposed �h+ ,�U+� diagram. Allen et al. �39�
arrived at this �h+ ,�U+� diagram, and estimated �U+ for pre-
scribed values of the roughness h+. From one experiment to an-
other Allen et al. adopted h=3hrms for Nikuradse data, and h
=3hrms and h=5.78hrms for their own data, for estimation of the
friction factor. But, the present predictions are in better agreement

Fig. 3 Comparison of the roughness characteristics of the pipes from P2-P7
data of Sletfjerding, a /h=7190 data of Shockling, and a /h=507 data of Ni-
kuradse showing inflectional roughness and P1 data of Sletfjerding showing
monotonic roughness with present work. „a… Friction factor � with roughness
Reynolds number Re/� from data showing universal behavior, explicitly inde-
pendent of transitional pipe roughness. „—… Present universal relation „25b….
„b… Friction factor � with traditional Reynolds number Re from data showing
nonuniversal behavior that depends on transitional pipe roughness. „—… Inflec-
tional roughness, present prediction „34… with j=11 and comparison with the
data of Sletfjerding „P2-P8…, Shockling and Nikuradse, „----… Colebrook mono-
tonic roughness prediction „34… with j=0 and comparison with the data of Slet-
fjerding „P1….
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with the data of Shockling �28� and Nikuradse �1� when compared
with the predictions of Allen et al. �39�. On the other hand, Shock-
ing adopted h=3hrms and Hama �13� adopted h=5hrms. In the
present work, the equivalent sand grain roughness �1� h=3.6hrms
has been estimated from the friction factor data of Shockling �28�.
Furthermore, for h=3.6hrms and root mean square roughness
hrms/d=19.4�106, we get a /h=7190. The function bT=�−1/2

−2 log�a /h� in the friction factor relation �31� has been estimated
from � and a /h data of Sletfjerding �3�, Shocking �28�, and Ni-
kuradse �1�. These are shown in Fig. 5. The same figure also
shows the prediction of bT from relation �31� for inflectional
roughness �j=11� and Colebrook monotonic roughness �j=0�,
which compare well with the data.

Sletfjerding �3� and Sletfjerding and Gudmundsson �4� have
also measured alternative types of roughness Ra the arithmetic
mean roughness, RZ the mean peak to valley height roughness, Rq

the root mean square �rms�, and Rq /H=HT roughness �containing
both a height measure and a texture measure�, where H the Hurst
exponent �a texture parameter�, but no correlation was considered
with equivalent sand grain roughness h. In the present work, the
alternate roughness Ra, RZ, Rq, and Rq /H plotted against h
�equivalent sand grain roughness of Nikuradse� are shown in Fig.
6. The data are fitted by a linear relation and the correlation of the
alternate roughness and equivalent sand grain roughness is as fol-
lows:

h = 1.244RZ h = 5.333Rq h = 6.45Ra h = 7.71Rq/H �53�

The frction factors in terms of alternate roughness parameters Ra,
Rq, Rz, and Rq /H in addition to h, based on correlations �53�, are
given in Table 1 for transitional rough pipes. Rows �1a�–�5a� in
Table 1, respectively, give the relationship between � and Re for
each alternate roughness parameter Ra, RZ, Rq, and Rq /H, respec-

Fig. 4 Comparison of the roughness characteristics of the
pipes from P2-P8 data of Sletfjerding, a /h=7190 data of Shock-
ling, and a /h=507 data of Nikuradse showing inflectional
roughness and P1 data of Sletfjerding showing monotonic
roughness with present work. „a… Friction factor 1/�� with
roughness Reynolds number Re/� from data showing univer-
sal behavior, explicitly independent of transitional pipe rough-
ness. „—… Present universal relation „25b…. „b… Friction factor �
with traditional Reynolds number Re from data showing non-
universal behavior that depends on transitional pipe rough-
ness. „—… Inflectional roughness, present prediction „34… with
j=11 and comparison with the data of Sletfjerding „P2-P8…,
Shockling and Nikuradse, „----… Colebrook monotonic rough-
ness prediction „34… with j=0 and comparison with the data of
Sletfjerding „P1….

Fig. 5 Comparison of the present prediction „31… for bT=�−1/2

−2 log„a /h… for inflectional roughness „j=11… and Colebrook
monotonic roughness „j=0… with data of Sletfjerding, Shock-
ling, and Nikuradse.

Fig. 6 Our prediction of the relationship between alternate
roughnesses: Ra the arithmetic mean roughness, RZ the mean
peak to valley height roughness, Rq the root mean square „rms…
roughness, and Rq /H the height-texture roughness, with re-
spect to h the equivalent sand grain roughness from data of
Sletfjerding and Gudmundsson.
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tively, in terms of implicit relations. Furthermore, the explicit but
approximate relations are also given in rows �1b�–�5b� in the same
table. The work of Sletfjerding and Gudmundsson �4� and Slet-
fjerding �3�� provided support to some of these relations for
Colebrook-type roughness j=0. For inflectional roughness, the
data support to new friction factor relations would be provided in
a subsequent publication.

It was shown by Afzal �28� that the second order effects from
the extension of Izakson–Millikan argument needed a postulate
about the order of the higher order terms. Afzal �30� regarded it as
being of the order �Re���−1, and from the mesolayer theory of
Afzal �21,22�, he regarded it as being of the order �Re���−0.5. On
the other hand, Zagarola and Smits �35� and McKeon et al. �36�
friction factor relations �45� and �46� attributed the second order
effect as the viscous corrections, empirically estimated from the
deviation of log law velocity profile and Spalding’s �37� empirical
velocity profile in the sublayer. This deviation of the data was
fitted with �Re���−0.9 by Zagarola and Smits �35� and with
�Re���−0.55 by McKeon, et al. �36�. These authors neither made
any link between the nature of their curve fit with Reynolds num-
ber power index −0.9 or −0.55 nor associated it with the physics
of turbulent motion. Moreover, the comparison of friction factors
�45� and �46� with experimental data was not explicitly shown in
their work.

The second order effects in the friction factor for moderately
large Reynolds number flows are studied in terms of a departure
function � representing the difference between friction factor and
log law, as defined below

� �
1
��

− A log�Re�
��� �54�

and our second order universal prediction �41� for transitional
rough pipes becomes

� = C +
C1/2

�Re�
���1/2

+
C1

Re�
��

+ ¯ �55�

The departure function data shown in Figs. 7�a�, 7�b�, 8�a�, and
8�b� are from inflectional roughness data P2-P8 of Sletfjerding
�3�, Shockling �28� machine-honed surface roughness and Ni-
kuradse �1� sand grain roughness, and monotonic roughness P1
data Sletfjerding �3�, and Blasius-type 1/4 power law for transi-
tional roughness given by Eq. �24� shown by dotted line, along
with the fully smooth pipe data of McKeon �10�, Oregon’s data
�Ref. �38��, and data of Patel and Head �33�. The computations
from above mentioned data based on Prandtl constant A=2 are
shown in Figs. 7�a� and 8�a� and McKeon constant A=1.93 are
shown in Figs. 7�b� and 8�b�. The friction factor departure func-
tions � against �Re�

���−n, for traditional value n=1 �Ref. �28��
with the Prandtl constant A=2 and McKeon constant A=1.93 are,
respectively, shown in Figs. 7�a� and 7�b� for n=1 and in Figs.
8�a� and 8�b� for n=1/2.

The friction factor departure � with n=1 and Prandtl constant
A=2 is shown in Fig. 7�a� predicting �=−0.88+75�Re�

���−1,
whereas Prandtl-type transitional roughness universal relation
�25b� giving �=−0.8 is shown by a dash line. Using the McKeon
constant A=1.93, shown in Fig. 7�b�, the prediction is
�=−0.537−85�Re�

���−1, whereas McKeon-type transitional
roughness universal relation �26b� giving �=−0.537 is shown by
a dash line. The friction factor departure � with n=1/2 and
Prandtl constant A=2 is shown in Fig. 8�a� for which the predic-
tion is �=−0.88+2.2�Re�

���−1/2, whereas Prandtl-type transi-
tional roughness universal relation �25b� giving �=−0.8 is shown
by a dash line. Also, for the McKeon constant A=1.93, shown in
Fig. 8�b�, the prediction is �=−0.537−3.2�Re�

���−1/2, whereas
McKeon-type transitional roughness universal relation �26b� giv-
ing �=−0.537 is shown by a dash line. From the scatter of the

data, it is not easy to draw an appropriate line that describes the
second order effects in friction factor from smooth and rough pipe
data. An approximate mean line is drawn in these figures with due
emphasis on the high Reynolds number data of Sletfjerding �3�
and the low Reynolds number Blasius-type �19� friction factor law
�24� for transitional pipe roughness and smooth pipe data of Patel
and Head �33�. The numerical values of the undetermined con-
stants estimated from the data for the Prandtl constant A=2 are
smaller when compared with the McKeon constant A=1.93. This
is so both for the traditional case n=1 �Ref. �30�� and the meso-
layer case n=1/2 �Refs. �21,22��. Furthermore, the scatter of data
in each case requires a judicious choice for determination of the
numerical constants for second order effects for moderately large
Reynolds numbers. The behavior of the Shockling �28� rough su-
perpipe data and McKeon et al. �38� smooth superpipe data shown

Fig. 7 Second order effect of order „Re�
��…−1: The friction fac-

tor departure function �Æ1/��−A log„Re��… against „Re�
��…−1

from Sletfjerding’s †3‡ inflectional roughness data P2-P8 a /h
=402–3280 „�…, Shockling’s †28‡ machine-honed surface
roughness data a /h=7190 „�…, Nikuradse’s †1‡ sand grain
roughness data a /h=15–507 „�…, and „¯ ¯… Blasius-type 1/4
power law for transitional roughness relation „24…, along with
fully smooth pipe data „McKeon †10‡ „�…, Oregon data †38‡ „�…,
and Patel and Head †33‡ „�……. „a… Computations from the
data based on Prandtl constant A=2. „—… Present prediction
�=−0.88+75„Re�

��…−1, „---… Prandtl-type relation „25b… with
�=−0.8. „b… Computations from the data based on McKeon
constant A=1.93. „—… Present prediction �=−0.537
−85„Re�

��…−1, „---… McKeon-type relation „26b… with �=−0.537.
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in Figs. 7�a�, 7�b�, 8�a�, and 8�b� almost on a vertical line showing
the scatter in the value intercept C=−0.537 in relation �55� do not
reveal much about second order effects. On the other hand, the
data of Sletfjerding �3� and Sletfjerding and Gudmundsson �4�
show systematic variation of second order effects with respect to
appropriate Reynolds number, but the sand grain data of Ni-
kuradse �1� are more scattered about the proposed line of predic-
tion shown in these figures. For example, Figs. 7�a� and 8�a� for
A=2 and Figs. 7�b� and 8�b� for A=1.93 from the same data show
the sign change in the order of magnitude of the second order low
Reynolds number effects. Clearly, a more judicious criterion for
choice of universal numerical value for the Karman constant k or
A= �k�8 log10�e��−1 is also needed for the estimation of the second
order low Reynolds number effects.

It may be pointed out that to the lowest order, the mesolayer is
trivial in Eqs. �49� and �50�, and its implications on higher order
effects have been investigated. If the mesolayer is a substantive or
distinguished layer, then from the three layer theory, the friction
factor has been analyzed here. The departure function � from Eq.
�52� for substantive mesolayer friction factor equations �27� and
�28� where Ai=5 and Ao=2.5 and A3 is shown in Fig. 9�a� with
�Re�

���−1 and Fig. 9�b� with �Re�
���−1/2 from inflectional

roughness data P2-P8 of Sletfjerding �3�, Shockling �28� machine-
honed surface roughness and Nikuradse �1� sand grain roughness,
and monotonic roughness P1 data Sletfjerding �3�, and Blasius-
type 1/4 power law for transitional roughness given by Eq. �24� is
shown by a dotted line, along with the fully smooth pipe data of
McKeon �10�, Oregon’s data �Ref. �38��, and data of Patel and
Head �33�. The entire data show more systematic behavior. An
approximate mean line is drawn in these figures with due empha-
sis on the low Reynolds number Blasius-type �19� friction factor
law �24� for transitional pipe roughness and smooth pipe data of

Fig. 8 Second order mesolayer effect of order „Re�
��…−1/2: The

friction factor departure function �Æ1/��−A log„Re��…

against „Re�
��…−1/2 from Sletfjerding’s †3‡ inflectional rough-

ness data P2-P8 a /h=402–3280 „�…, Shockling’s †28‡ machine-
honed surface roughness data a /h=7190 „�…, Nikuradse’s †1‡
sand grain roughness data a /h=15–507 „�…, and „¯ ¯…

Blasius-type 1/4 power law for transitional roughness relation
„24… along with fully smooth pipe data „McKeon †10‡ „�…, Or-
egon data †38‡ „�…, and Patel and Head †33‡ „�……. „a… Computa-
tions from the data based on Prandtl constant A=2. „—…

Present prediction �=−0.88+2.2„Re�
��…−1/2, „---… Prandtl-type

relation „25a… with �=−0.8. „b… Computations from the data
based on McKeon constant A=1.93. „—… Present prediction �

=−0.537−3.8„Re�
��…−1/2, „---… McKeon-type relation „26b… with

�=−0.537.

Fig. 9 Second order effect with substantive mesolayer: The
friction factor departure function �Æ1/��−A log„Re��… with
mesolayer A= „Ai+A0… / „�32 log10e…É3 from Sletfjerding’s †3‡ in-
flectional roughness data P2-P8 a /h=402–3280 „�…, Shock-
ling’s †28‡ machine-honed surface roughness data a /h=7190
„�…, Nikuradse’s †1‡ sand grain roughness data a /h=15–507
„�…, and „¯¯… Blasius-type 1/4 power law for transitional
roughness relation „24… along with fully smooth pipe data
„McKeon †10‡ „�…, Oregon data †38‡ „�…, and Patel and Head
†33‡ „�……. „a… � versus „Re�

��…−1 and „—… Present prediction
�=−4.2+325„Re�

��…−1. „b… � versus „Re�
��…−1/2 and „—…

present prediction �=−5+33.4„Re�
��…−1/2.
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Patel and Head �33�. The proposed predictions in the two cases
are �=−4.2+325�Re�

���−1 and �=−5+33.4�Re�
���−1/2 and

later numerical value of second order effect is more appropriate. A
more judicious criterion for choice of universal numerical value of
the prefactor A of logarithmic term in the friction factor is also
needed for the estimation of the second order low Reynolds num-
ber effects.

5 Conclusions

�1� The friction factor and roughness Reynolds number rela-
tionship are universal and explicitly independent of wall
roughness. The universality is supported by transitional
roughness data of Sletfjerding �3�, Sletfjerding and Gud-
mundsson �4�, Shocking �28�, and Nikuradse �1�.

�2� The roughness function �U+ and the roughness scale �, as
predicted by our relations �19a� and �19b� for inflectional
roughness �j=11� and Colebrook monotonic roughness �j
=0�, compare very well with the experimental data. The
seven data sets of Sletfjerding �3� for a /h=402 �P7�, 519
�P6�, 845 �P5�, 976 �P8�, 1201 �P4�, 2720 �P3�, and 3280
�P2� and the data of Shockling �28� for a /h=7091 compare
very well with our predictions for inflectional roughness,
analogous to Nikuradse �1� sand grain roughness. Further-
more, the Sletfjerding �3� data a /h=68160 �P1� also com-
pare well with j=0, the Colebrook �2� monotonic rough-
ness.

�3� There is no universality of scaling while using the tradi-
tional variables and different expressions are needed for
various types of roughness as suggested by inflectional
roughness and monotonic Colebrook–Moody roughness.
Our prediction for friction factor � based on the traditional
Reynolds number Re, for each roughness parameter a /h, is
also in very good agreement with the entire data both for
inflectional roughness and of Colebrook monotonic rough-
ness.

�4� The friction factor versus roughness Reynolds number
given by Prandtl-type equation �25b� is universal and ex-
plicitly independent of wall roughness, which compare well
with the experimental data. The relation �25b� in terms of
roughness function �29a� and �29b� leads to nonuniversal
prediction equation �34�, which also compare well with the
inflectional roughness experimental data with j=11 and
Colebrook monotonic roughness data with j=0. The fric-
tion factor versus roughness Reynolds number, McKeon-
type equation �26b�, is also universal and explicity indepen-
dent of wall roughness. The relation �26b� in terms of
roughness function �29a� and �29b� leads to nonuniversal
prediction equation �34� for inflectional roughness for j
=11 and Colebrook monotonic roughness with j=0.

�5� The implicit new expressions for friction factor � have
been proposed for alternate roughness parameters, viz., Rq
the root mean square �rms� roughness, Ra the arithmetic
mean roughness, RZ mean peak to valley height roughness,
and Rq /H, and also for h the equivalent sand grain rough-
ness. The explicit approximate expressions of friction fac-
tor � versus Re for various alternate roughness Ra, RZ, Rq,
and Rq /H, in addition to h, have also been proposed. The
work of Sletfjerding �3�� and Sletfjerding and Gudmunds-
son �4� provided support to some of these relations for
Colebrook-type roughness j=0. For inflectional roughness,
the data support to new friction factor relations would be
provided in a subsequent publication.

�6� The second order effect in friction factor �45� and �46� for
fully smooth pipes was taken of the order �Re���−0.9 by
Zagarola and Smits �35� and order by McKeon et al. �36�.
These authors neither made any link between the nature of
their curve fit with Reynolds number power index −0.9 or

−0.55 nor associated it with the physics of turbulent mo-
tion. Moreover, the comparison of their friction factors �45�
and �46� with experimental data was not explicitly shown
in their work.

�7� The second order effect of the friction factor in transitional
rough pipe for moderately large Reynolds numbers has
been formulated and tested from P2-P8 data of Sletfjerding
�3� for inflectional roughness, data of Shockling �28� for
machine-honed surface roughness, data of Nikuradse �1�
for sand grain roughness, P1 data of Sletfjerding �3� for
Colebrook monotonic as well as that for fully smooth pipe
data of McKeon �10�, Oregon’s data �Ref. �38��, and Patel
and Head �33�. The perturbation constants estimated for
Prandtl �9� constant A=2 are smaller when compared with
McKeon �10� constant A=1.93 for traditional order n=1 of
order �Re�

���−1 as well as for the mesolayer case n=1/2
of order �Re�

���−1/2. From the scatter of the data, it is not
easy to draw an appropriate line that describes the second
order effects in friction factor from smooth and rough pipe
data. An approximate mean line is drawn in these figures
with due emphasis on the high Reynolds number data of
Sletfjerding �3�, the low Reynolds number Blasius-type
�19� friction factor law �24� for transitional pipe roughness,
and smooth pipe data of Patel and Head �33�.

�8� The behavior of Shockling �28� rough superpipe data and
McKeon et al. �36� smooth superpipe data shown in Figs.
7�a�, 7�b�, 8�a�, and 8�b� almost falls on a vertical line. This
implies that the scatter in the value of the intercept C=
−0.537 �10� in Eq. �53� does not reveal much about the
second order effects. The data of Sletfjerding �3� and Slet-
fjerding and Gudmundsson �4� show systematic variation
of the second order effects with respect to appropriate Rey-
nolds number, but Nikuradse �1� sand grain data are more
scattered about the proposed line of prediction. For ex-
ample, Figs. 7�a� and 8�a� for A=2 and Figs. 7�b� and 8�b�
for A=1.93 from the same data show the sign change in the
order of magnitude of the second order low Reynolds num-
ber effects. The departure function for substantive meso-
layer friction factor is shown in Figs. 9�a� and 9�b�, in
contrast to Figs. 7�a� and 8�b� for lowest order trivial me-
solayer implication on higher order effects. Clearly, a more
judicious criterion for choice of universal numerical value
of the prefactor A of logarithmic term in the friction factor
is also needed for the estimation of the second order low
Reynolds number effects.
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Friction Factor Correlations for
Gas Flow in Slip Flow Regime
Poiseuille number, the product of friction factor and Reynolds number (fRe) for quasi-
fully-developed gas microchannel flow in the slip flow regime, was obtained numerically
based on the arbitrary-Lagrangian-Eulerian method. Two-dimensional compressible mo-
mentum and energy equations were solved for a wide range of Reynolds and Mach
numbers for constant wall temperatures that are lower or higher than the inlet tempera-
ture. The channel height ranges from 2 µm to 10 µm and the channel aspect ratio is 200.
The stagnation pressure pstg is chosen such that the exit Mach number ranges from 0.1 to
1.0. The outlet pressure is fixed at atmospheric conditon. Mach and Knudsen numbers are
systematically varied to determine their effects on fRe. The correlation for fRe for the
slip flow is obtained from that of fRe of no-slip flow and incompressible theory as a
function of Mach and Knudsen numbers. The results are in excellent agreement with the
available experimental measurements. It was found that fRe is a function of Mach and
Knudsen numbers and is different from the values by 96/(1�12Kn) obtained from the
incompressible flow theory. �DOI: 10.1115/1.2776966�

Keywords: friction factor, correlation, gas flow, microchannel, slip regime

Introduction
Design and fabrication of the microelectromechanical system

�MEMS� have increased the need for understanding fluid flow and
heat transfer in microgeometries. In the case of gaseous flow in a
microchannel, it is well known that the rarefaction �the slip on the
surface�, the surface roughness, and the compressibility have sig-
nificant effects, separately or simultaneously, on the results. Since
the experimental work by Wu and Little �1,2�, who measured the
friction coefficient and Nusselt number for nitrogen, argon, and
helium flows in silicon or glass microchannels, many experimen-
tal and numerical investigations have been undertaken.

The rarefaction effects can be studied by solving the momen-
tum and energy equations with slip velocity and temperature jump
boundary conditions �e.g., Refs. �3,4��. These effects are dominant
when the characteristic length of the channel is less than about
10 �m and lead to a reduction in friction factor and heat transfer
coefficient with increasing Kn number, as can be seen by Beskok
et al. �5�, Ameel et al. �6�, Ahmed and Beskok �7�, and Renksizbu-
lut et al. �8�.

The compressibility effects on fluid flow characteristics cause
the flow to accelerate due to the decrease �variation� of the pres-
sure and density along the channel, which leads to an increase in
friction factor. This effect has been investigated by many research-
ers, e.g., Prud’homme et al. �9�, Berg et al. �10�, Guo �11�, Sayegh
et al. �12�, Sun and Faghri �13�, and Araki et al. �14,15�.

Recently, the effects of surface roughness, rarefaction, and
compressibility were experimentally investigated by Turner et al.
�16,17�. The local pressure along the channel was measured, but
only the average friction factor between the first and the last pres-
sure taps was reported. Asako et al. �18,19� performed computa-
tional simulations on the effect of the compressibility for a wide
range of Reynolds and Mach numbers in microchannels and mi-
crotubes. They found that fRe in the quasi-fully-developed region
where the gas flow is accelerated is a function of Mach number
and obtained a correlation for the result. They also compared their
numerical results with experimental data by Turner et al. �17� for
microchannels and with experimental data obtained from the tube

cutting method for microtubes. They found that both results have
similar trends. Ji et al. �20� performed a numerical analysis for a
2D compressible gas flow and heat transfer through a microchan-
nel in the slip flow regime to investigate the effect of wall rough-
ness. They found that in the case of the slow flow, fRe for high Kn
flows are significantly lower than for low Kn flows. In the case of
a high velocity flow at Maout=0.527, fRe increases along the
smooth channel and reaches to 138. This value is lower than the
local fRe correlation suggested by Asako et al. �18�.

As can be seen above, there seems to be no literature on the
parametric study of compressibility and rarefaction effects on lo-
cal friction factor of slip flows. The motivation of the present
study is to conduct numerical computations to obtain fRe in a
quasi-fully-developed region of a microchannel with channel
heights in the range of 2–10 �m.

Formulation

Description of the Problem and Conservation Equations.
The problem is modeled as a parallel-plate channel, as shown in
Fig. 1, with a chamber at the stagnation temperature Tstg and
pressure pstg attached to its upstream section. The flow is assumed
to be steady, two dimensional, and laminar. The fluid is assumed
to be an ideal gas. For the parallel-plate channel, the governing
equations can be expressed as
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The equation of the state for the ideal gas is expressed by

i =
1

� − 1

p

�
=

R

� − 1
T �6�

For slip flows, it is known that the rarefaction effects depend on
the Knudsen number �Kn=� /Dh�, which is the ratio of the gas
mean free path to a characteristic length and is dominant when the
characteristic length is less than 10 �m. These effects can be stud-
ied by solving Navier–Stokes equation with slip boundary condi-
tions. In terms of flow field, when the Knudsen number is greater
than 0.05, not only the velocity slip but also the Knudsen layer
effects are accounted for the slip boundary conditions �21�. For
Poiseuille flow, with a Knudsen number of Kn=0.05, the mass
flow rate is approximately 15% greater than that of no-slip flow
condition. About 70% of this mass flow rate increase is due to the
velocity slip at the wall, and the remaining 30% is due to the
Knudsen layer effects. However, in the present study, Knudsen
number ranges from 0.0035 to 0.0175 when the channel height
varies from 2 �m to 10 �m. Therefore, change in the mass flow
rate due to the Knudsen layer effects is only 2%, and it is rela-
tively small.

Rarefaction effects are studied by solving the momentum and
energy equations with the slip boundary conditions, in which the
velocity slip, temperature jump, and shear stress work on the wall
are taken into account. With the assumptions of slip boundary
conditions, uniform inlet velocity, pressure, density, and specified
pressure, pout, at the outlet, the boundary conditions can be ex-
pressed as follows:
at the inlet,

�x = 0�: u = uin v = 0 p = pin � = �in �7�

at the outlet,

�x = ��: p = pout �8�

on the walls,

�y = ± 0.5h�: T = Tw �9�

Furthermore, the slip boundary conditions at the walls, y= ±0.5h,
are expressed as follows �22�:
the slip velocity at the wall,

uy=±0.5h = us = �
2 − f

f
�� �u

�y
�

y=±0.5h
v = 0 �10�

the temperature jump at the wall,

Ty=±0.5h = Tw �
2 − 	

	

2�

� + 1

�
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�y
�
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�11�

the shear stress work at the wall,

�� �T

�y
�

y=±0.5h

= q̇w − �us� �u

�y
�

y=±0.5h

�12�

where � is the mean free path, f is Maxwell’s reflection coeffi-
cient, and 	 is the thermal accommodation coefficient. For fully
diffuse reflection, f =1, and if it is assumed that the impinging
molecules are accommodated to the wall temperature, 	=1 can be
used.

The velocity, the pressure, and the density at the inlet of the
channel are obtained by the stagnation treatment given by Karki
�23�. The stagnation pressure can be expressed in terms of the
inlet pressure, velocity, and specific internal energy as follows:

pstg = pin�1 +
1

2

uin
2

�iin
��/�−1

�13�

Also, from the ideal gas law, the relationship for pressure and
density between stagnation and inlet points can be expressed as

pstg

�stg
� =

pin

�in
� �14�

The static pressure at the inlet can be obtained from a linear ex-
trapolation from the interior of the computational domain. By sub-
stituting the extrapolated pressure and the stagnation pressure into
Eq. �14�, the inlet density is obtained. Then, using the equation of
state, the specific internal energy at the inlet can be found. Finally,
the inlet velocity can be determined by substituting these values
into Eq. �13�. The procedure is repeated until convergence is
achieved.

Dimensionless Variables. Attention will now be focused on the
calculation of the Reynolds number, Mach, number and Knudsen
number, which will be defined as

Re =
2ṁ

�
=

ūDh

�/�̄
Ma =

ū

	��� − 1�ī
Kn =

�

Dh
=	
�

2

Ma

Re

�15�

where ṁ is the mass flow and Dh is the hydraulic diameter. ū, �̄,

and ī are the average velocity, density, and specific internal energy
at a cross section,

ū =
1

A 
 udA �̄ =
 �udA�
 udA

p̄ =
1

A 
 pdA ī =
1

� − 1

p̄

�̄
�16�

It is noteworthy that Re is constant but Ma varies along the chan-
nel, and for higher Re the effect of Ma �compressibility� is sig-
nificant but for lower Re the Kn effect �rarefaction� is dominant.

The product of friction factor and Reynolds number is called
Poiseuille number �24�. The friction factors based on Darcy’s and
Fanning’s definitions will be introduced. The Darcy friction factor
is defined as

fd =
− 2Dh

�u2 �dp̄

dx
� �17�

The modified Fanning friction factors �four times of Fanning fric-
tion factor� is based on the wall shear stress and is defined as

f f =
4�w

�1/2��u2
=

4���u/�y�y=±h

�1/2��u2
�18�

Numerical Solutions. The numerical methodology is based on
the arbitrary-Lagrangian-Eulerian �ALE� method proposed by
Amsden et al. �25�. The detailed description of the ALE method is
documented in the literature by Amsden et al. �25� and will not be
given here. The computational domain is divided into quadrilat-

Fig. 1 A schematic diagram of problem
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eral cells. The velocity components are defined at the vertices of
the cell, and other variables such as pressures, specific internal
energy, and density are assigned at the cell centers. The number of
cells in the x direction was 200. The cell size gradually increases
in the x direction from the inlet to the middle of the channel, and
it gradually decrease to the exit. Since the velocity profile is al-
most parabolic in the quasi-fully-developed region, the number of
cells in the y direction are fixed at 20 for all the computations.
This grid alignment was determined from the results based on the
generalized Richardson extrapolation and grid convergence index
�GCI� suggested by Roche �26�. To determined the grid alignment,
the supplementary runs were preformed with coarse grids �200
�10� and fine grids �200�40�. The grid size effects on Ma, f fRe,
and fdRe were investigated for Tw=350 K of h=5 �m and pstg
=400 kPa. The results are tabulated in Table 1. The maximum
GCI between the fine grid �200�40� and the medium grid �200
�10� is 0.3%, and GCI between the medium grid �200�20� and
the coarse grid �200�10� is 0.8%. Numerical uncertainties are
reduced with the increase in grid density. By considering the bal-
ance between computation time and accuracy, all the computa-
tions were performed with the medium grid �200�20�.

The ALE method is a time marching method. The value of 10−3

was used for the convergence criterion of the Newton–Raphson
iteration, and the convergence for the time increment was con-
firmed by inequalities �ṁ / ṁ��10−10, where ṁ represents
change in the mass flow rate ṁ.

Results and Discussions
The computations were performed for three microchannels of

2 �m, 5 �m and, 10 �m. When air temperature ranges from
250 K to 350 K, Cp, �, and � of air vary, respectively, from
1.005 kJ �kg K�−1 to 1.019 kJ �kg K�−1, from 1.59�10−5 Pa s
to 2.025�10−5 Pa s, and from 0.0226 W �m K�−1 to 0.0293
W �m K�−1. The changes in the values are relatively small. There-
fore, constant properties are assumed except for the density. R
=287 J �kg K�−1, �=1.4, �=1.862�10−5 Pa s, and �=0.0261
W �m K�−1 were assumed for the working fluid. The channel
height ranges from 2 �m to 10 �m. The aspect ratio, which is the
length to height ratio of the channel, is 200 and the developing
length for the incompressible flow, � /Dh, is 100 at Re=2000. The
constant wall temperature was 250 K or 350 K, which is higher or
lower than the stagnation temperature. The stagnation temperature
was kept at Tstg=300 K. The stagnation pressure pstg was chosen
in such a way that the Mach number at the exit ranges from 0.1 to
1.0. The outlet pressure was maintained at atmospheric condition,
pout=105 Pa. The channel height, the channel length, the stagna-
tion pressure, and the corresponding Reynolds, Mach, and Knud-
sen numbers in the case of Tw=250 K and 350 K are listed in
Table 2. The Reynolds number obtained ranges from 8 to 741, and
the Mach number at the outlet ranges from 0.098 to 1.274. The
Knudsen number decreases with increasing Mach number for the

slip flow. In other words, it was shown that the compressibility
effect is important for higher Re and that the rarefaction effect is
significant for lower Re.

Pressure and Temperature Distributions and Velocity
Vector. The contour plots of the pressure and temperature for the
flow in a channel of h=5 �m and �=1 mm are presented in Figs.
2�a� and 2�b�, respectively, and the velocity vectors are presented
in Fig. 2�c�. The reference arrow in the figure represents a velocity
of 100 m/s. The results are for the stagnation pressure of pstg
=600 kPa and the wall temperature of Tw=350 K. Figure 2�b�
represents the temperature contours in the channel. The tempera-
ture in the core region of the channel decreases as a result of the
energy conversion into kinetic energy. Figure 2�c� shows the gas
flow with a uniform velocity at the inlet. Because of the viscosity,
the velocity profile is nearly parabolic. However, the flow in the
channel is accelerated and the average velocity increases. This is
due to the volume expansion of the gas caused by the pressure
drop. The pressure at any cross section of the channel is almost
uniform and decreases along the channel. The pressure gradient
becomes steep near the outlet, as seen in Fig. 3.

Velocity Profile. The velocity profiles of the quasi-fully-
developed region for the channel of h=2 �m, �=0.4 mm, and
pstg=1200 kPa are plotted in Fig. 4. The Knudsen numbers of
these results are 0.01 and 0.015. Corresponding Mach numbers
are 0.46 and 0.67, respectively. The dotted line and the dashed line
in the figure represent analytically obtained slip velocity profiles
of Kn=0.01 and Kn=0.015, respectively, for a fully developed
flow of the incompressible fluid. Also, the solid line represents the
no-slip velocity profile. The velocity profiles of the incompress-
ible flow are parabola. As seen in the figure, the velocity profiles
of the compressible flow differ from those of the incompressible
flow. The velocity of the compressible flow near the wall is faster
than that of the incompressible flow, and a slightly higher friction
factor is predicted. It can be seen that with increasing Kn, the
maximum velocity at the center decreases whereas the slip veloc-
ity at the wall increases.

Poiseuille Numbers ffRe and fdRe. In the case of h=2 �m,
Poiseuille numbers f fRe and fdRe for both Tw=250 K and 350 K
are plotted as a function of x in Figs, 5�a� and 5�b�, respectively.
Using the Knudsen number that is calculated from Eq. �15�, the
value of fRe is obtained from fRe=96/ �1+12Kn� and are plotted
in the figure. As can be seen in Figs. 5�a� and 5�b�, the channel
can be divided into two regions. The region from the inlet to x
=0.1� can be considered as the entrance region where the friction
factor decreases sharply. The region from x=0.1� to the exit can
be considered as the quasi-fully-developed region.

The value of fdRe is higher than that of f fRe because fdRe
includes the acceleration loss effect. The value of fdRe for Tw
=250 K �Fig. 5�a�� falls sharply near the entrance since the pres-
sure drop is small and the density change strongly depends on the
temperature near the inlet.

In the case of the slow flow �see pstg=400 kPa and pstg
=800 kPa in Figs. 5�a� and 5�b��, the values of f fRe and f fRe

Table 1 Effect of grid size on Ma, ffRe, and fdRe

Ma f fRe fdRe

Coarse grid �200�10� 0.1680 95.73 91.38
Medium grid �200�20� 0.1698 94.80 90.79
Fine grid �200�40� 0.1703 94.46 90.15

GCI between the fine grid and
the medium grid

0.17% 0.28% 0.30%

GCI between the medium grid and
the coarse grid

0.61% 0.76% 0.80%

Table 2 Channel height, length, pstg, Re, Ma, and Kn

h ��m�

2 5 10
� �mm� 0.4 1 2
pstg �kPa� 400→2200 300→1200 200→800
Re 8→276 25→466 37→741
Main 0.023→0.146 0.038→0.183 0.044→0.221
Maout 0.098→1.043 0.124→1.042 0.091→1.274
Knin 0.0043→7.8�10−4 0.0023→3.8�10−4 0.0017→4.3�10−4

Knout 0.0184→0.0058 0.0074→0.0034 0.0037→0.0025
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decrease sharply near the entrance and decrease slightly along the
channel due to the rarefaction effect. Then, the values of f fRe
almost coincide with those of incompressible flow for Tw
=250 K and 350 K except at the entrance region. But the values
of fdRe depart from those of incompressible flow. On the other
hand, in the case of the fast flow �see pstg=1500 kPa and pstg
=2200 kPa in Figs. 5�a� and 5�b��, the values of f fRe and fdRe
also decrease sharply near the entrance but increase along the
channel due to the acceleration of the flow. Then, the values of
f fRe and fdRe are higher than those of the incompressible flow.

Therefore, the values of f fRe and fdRe in the slip flow cannot be
predicted from the correlation of the incompressible theory. Quali-
tatively similar results are also obtained for the channels of h
=5 �m and h=10 �m.

Correlation for fRe and Mach Number in the No-Slip Flow.
In the previous work �Asako et al. �18��, it was found that the
Poiseuille numbers f fRe and fdRe for Ma�0.4 and Re�500 are
mainly functions of the Mach number, and the effect of Reynolds
number is small in no-slip flow regime. However, the range of Ma
and Re of the previous work is narrower compared with the
present study. Therefore, in order to obtain the corresponding cor-
relations of the Poiseuille numbers f fRe and fdRe for the slip flow,

Fig. 2 Contour plot of „a… pressure, „b… temperature, and „c… velocity vector „Tw=350 K, h=5 �m, �
=1 mm, and pstg=600 kPa…

Fig. 3 Pressure variation along the channel „h=5 �m and �
=1 mm… Fig. 4 Velocity profile
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supplementary calculations for Tw=350 K and Tw=250 K were
also conducted for the channel of h=10, 20, 50, and 100 �m with
no-slip boundary conditions.

The values of f fRe and fdRe at x=0.4�, 0.6�, 0.8�, 0.9�, and
0.95� obtained are plotted as a function of the Mach number in
Figs. 6�a� and 6�b�, respectively. The results for both Tw=250 K
and Tw=350 K are plotted in the same figures. The solid line in
the figure represents the correlation for the fRe and the Mach
number that is obtained by a polygonal curve fit as

f fRe = 96 + 5.02Ma + 13.12Ma2 + 76.69Ma3 �19�

fdRe = 96 + 15.03Ma + 59.28Ma2 + 414.31Ma3 �20�

The dashed lines in the figures represent the correlations obtained
in the previous work �18�. The fdRe correlation of the previous
work coincides with Eq. �20�. However, the f fRe correlation of
the previous work differs from Eq. �19�. In the previous work, the
f tRe correlation was obtained from

f f = 2Dh�dp̄

dx
��1

�̄
−

1

�u2� �21�

However, the f fRe difference between the previous and present
works is less than 4%. The above correlations are obtained for the
constant wall temperature, which is lower or higher than the stag-
nation temperature in the range of Re�3600 and Ma�0.6.

Contour Plots of ffRe and fdRe. Supplementary runs for Tw
=350 K were performed for the channels of h=2 �m, 5 �m, and
10 �m with no-slip boundary conditions to investigate their influ-
ence on f fRe and fdRe from Mach and Knudsen numbers. The
values of f fRe at x=0.4�, 0.6�, 0.8�, 0.9�, and 0.95� obtained for
both no-slip flow and slip flow are presented in the form of a
contour plot in Figs. 7�a� and 7�b� as a function of Ma, Re, and
Kn. In the case of slow flow, the values of f fRe and fdRe decrease
with increasing Kn due to the rarefaction effect. On the other
hand, in the case of fast flow, the values of f fRe and fdRe increase
with increasing Ma due to the compressibility effect.

For higher Re, f fRe and fdRe are mainly functions of the Mach
number, and the effects of Reynolds and Knudsen numbers are
small. However, for lower Re, f fRe and fdRe are not functions of
the Mach number but mainly functions of the Knudsen number.
Therefore, Mach and Knudsen numbers are systematically varied
to determine their influence on f fRe.

In the case of no-slip flow, as can be seen in Fig. 7�a�, the
values of f fRe in the range of Ma�0.1 are not less than 96. The
value of f fRe at Ma=0.072 approaches 96.5 with Kn=0.013. On
the other hand, in the case of slip flow, the values of f fRe in the
range of Ma�0.1 decrease less than 96 due to the rarefaction
effect �Fig. 7�b��. The value of f fRe at Ma=0.078 approaches 81.2
with Kn=0.013. However, the values of f fRe for Ma�0.3 are
almost the same for both no-slip and slip flow. Kn is less than
0.005, and the rarefaction effect cannot be seen. In the case of
no-slip flow, the values of f fRe at Ma=0.494 approaches 110.7,

Fig. 5 fRe as a function of x for h=2 �m: „a… Tw=250 K „b…
Tw=350 K

Fig. 6 fRe as a function of Mach number for both Tw=250 K
and Tw=350 K in the no-slip flow: „a… ffRe „b… fdRe
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and in the case of slip flow, the values of f fRe at Ma=0.497
approaches 109.1. Qualitatively similar results are also obtained
for the values of fdRe.

Correlation for fRe, Mach, and Knudsen Numbers in the
Slip Flow. The values of f fRe and fdRe at x=0.4�, 0.6�, 0.8�,
0.9�, and 0.95� obtained for Tw=350 K and for h=2 �m to h
=10 �m are presented in the form of a contour plot as a function
of Ma and Kn in Figs. 8�a� and 8�b�, respectively. In the slip flow,
the flow is affected by the compressibility and rarefaction effects
simultaneously, as shown in Fig. 7�b�. It can be found that f fRe
and fdRe are functions of Ma and Kn. The plains in the figures
represent the correlation for fRe, Ma, and Kn, which is obtained
from the correlation for fRe and Ma in no-slip flow �Eqs. �19� and
�20�� and fRe of the incompressible theory in slip flow as

f fRe =
96

1 + 12Kn
+

5.02Ma + 13.12Ma2 + 76.69Ma3

�1 + 12Kn�2 �22�

fdRe =
96

1 + 12Kn
+

15.03Ma + 59.28Ma2 + 414.31Ma3

�1 + 12Kn�2 �23�

The values of f fRe and fdRe obtained from Eqs. �22� and �23�
are also plotted as functions of Ma and Kn in the figures for Tw
=350 K, respectively. White circles in the figures represent the
calculation data. Vertical solid lines from the circles represent the
discrepancies from Eqs. �22� and �23�. As can be seen in the
figures, f fRe and fdRe obtained by Eqs. �22� and �23� almost
coincide with the calculation data within the range of ±2%. Quali-
tatively similar results are also obtained for Tw=250 K.

In the case of slow flow, the values of f fRe and fdRe decrease
along the channel with increasing Ma and Kn due to the rarefac-
tion effect. On the other hand, in the case of fast flow, the values

of f fRe and fdRe increase along the channel with increasing Ma
due to the compressibility effect. Namely, in the case of Knin
�0.001, the values of f fRe and fdRe increase along the channel
with increasing Ma and Kn due to the compressibility effect.
However, the rarefaction effect is relatively small with increasing
Kn. On the other hand, in the case of Knin�0.001, the values of
f fRe and fdRe decrease along the channel with increasing Ma and
Kn due to the rarefaction effect. However, the compressibility
effect is relatively small.

For instance, the values of f fRe for Tw=350 K and h=5 �m
are plotted as a function of x in Fig. 9. Those obtained from the
correlation for the f fRe, Ma, and Kn �Eq. �22�� are also plotted in
the figures. It can be seen that the values of f fRe of calculations
almost coincide with those of correlations except near the en-
trance region. The values of fdRe coincide with those obtained
�Eq. �23��, except near the entrance region. Qualitatively similar
results are also obtained for Tw=250 K.

As a result of that, the values of f fRe and fdRe for both Tw
=250 K and Tw=350 K in the slip flow can be predicted from the
correlation for the fRe, Ma, and Kn �Eqs. �22� and �23��.

Comparisons With Experimental Data. Turner et al. �17�
measured the local pressure of nitrogen, helium, and air flow
along microchannels with a rectangular cross section. The micro-
channels were etched into silicon wafers and capped with a
smooth glass. The channel length was about 27 mm and the hy-
draulic diameter ranges from 4 �m to 100 �m. Five pressure taps
were located along the channel with equal spacing of 5 mm, and
additional two pressure taps were at the inlet and outlet ports. The
details of the experiment were well documented in the previous
papers �16,17�.

The semilocal friction factors were obtained from the pressure

Fig. 7 Contour plot of ffRe for Tw=350 K: „a… no-slip flow „b… slip flow
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data for nitrogen flows through the microchannels. The dimen-
sions of the channels and the range of the inlet pressure and the
Mach and Knudsen numbers are listed in Table 3. The outlet pres-
sure was maintained at atmospheric condition for nitrogen flow.
To facilitate the presentation of experimental data, Eqs. �22� and

�23� obtained in a parallel-plate channel were arranged with the
Poiseuille number of the incompressible flow, fReincomp deter-
mined from the channel geometry �e.g., Ref. �27�� as

f fRe =
fReincomp

1 + 12Kn
+

5.02Ma + 13.12Ma2 + 76.69Ma3

�1 + 12Kn�2 �24�

fdRe =
fReincomp

1 + 12Kn
+

15.03Ma + 59.28Ma2 + 414.31Ma3

�1 + 12Kn�2 �25�

fReincomp of Nos. 024 and 319 are 94.52 and 89.89, respectively.
Then, contour plots of f fRe obtained by Eq. �24� for Nos. 024 and
319 are presented in Figs. 10�a� and 10�b� as a function of Ma and
Kn, respectively. The semilocal friction factors between the third
and fourth pressure taps and fourth and fifth pressure taps were
obtained from the experimental data using Eq. �21�. Experimental
results are also presented in the figures as a function of Ma and
Kn. White circles in the figures represent experimental data. Ver-
tical solid lines from the circles represent the discrepancies be-
tween Eq. �24� and experimental results. As can be seen in the
figures, f fRe obtained by Eq. �24� almost coincide with experi-
mental data within ±2% for No. 024 and within 1% for No. 319.

Concluding Remarks
Two-dimensional compressible momentum and energy equa-

tions are solved for a parallel-plate microchannel in the slip flow
regime. The computations were performed for constant wall tem-
perature, which is lower or higher than the stagnation temperature.
The following conclusions are reached.

�1� In the case of no-slip flow, both f fRe and fdRe are functions

Fig. 8 fRe as a function of Ma and Kn for Tw=350 K: „a… ffRe
„b… fdRe

Fig. 9 ffRe as a function of x for Tw=350 K

Fig. 10 Comparison of ffRe with experimental data: „a… No. 024
„b… No. 319
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of the Mach number, and they differ from the incompress-
ible value of 96 for a parallel-plate duct. The following
correlations are obtained for the constant wall temperature,
which is lower or higher than the stagnation temperature
for Re�3600 and Ma�0.6.

f fRe = 96 + 5.02Ma + 13.12Ma2 + 76.69Ma3

fdRe = 96 + 15.03Ma + 59.28Ma2 + 414.31Ma3

�2� In the case of slip flow, both f fRe and fdRe are the func-
tions of the Mach and Knudsen numbers, and they also
differ from the incompressible value of 96/ �1+12Kn� for a
parallel-plate duct. The following correlations are obtained
from the correlation for fRe and Ma in no-slip flow and
fRe of the incompressible flow in slip flow as follows:

f fRe =
96

1 + 12Kn
+

5.02Ma + 13.12Ma2 + 76.69Ma3

�1 + 12Kn�2

fdRe =
96

1 + 12Kn
+

15.03Ma + 59.28Ma2 + 414.31Ma3

�1 + 12Kn�2

�3� The values of f fRe and fdRe of slip flow increase with
increasing Mach number due to the compressibility effect
such as those of no-slip flow and are lower than those of
no-slip flow with increasing Kn.

�4� In the range of 0.2�Ma�0.3, the values of f fRe and fdRe
obtained by the correlations of the slip flow almost coincide
with the experimental data with an accuracy of 2%. To
facilitate the presentation of experimental data, correlations
of f fRe and fdRe are generalized by fReincomp determined
from the channel geometry.
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Nomenclature
A � per-cycle transfer area per unit depth, m

Cp � specific heat, J kg−1 K−1

Dh � hydraulic diameter �=2h�, m
f � Maxwell’s reflection coefficient
h � channel height, m
i � specific internal energy, J kg−1

Kn � Knudsen number
� � channel length, m
ṁ � total mass flow rate per unit depth, kg �m s�−1

Ma � Mach number
Nu � Nusselt number

p � pressure, Pa
Pr � Prandtl number
q̇w � wall heat flux, W m−2

R � gas constant, J kg−1 K−1

Re � Reynolds number
T � temperature, K

Tw � wall temperature, K
u ,v � velocity components, m s−1

x ,y � coordinates, m

Greek Symbols
	 � thermal accommodation coefficient
� � dissipation function
� � specific heat ratio
� � thermal conductivity, W m−1 K−1

� � viscosity, Pa s
� � density, kg m−3

� � molecular mean free path, m
� � shear stress, N m−2

Subscripts
in � inlet

out � outlet
stg � stagnation value
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Linear Instability of Entry Flow in
a Pipe
We show that flow in the entry region of a circular pipe is linearly unstable at a Reynolds
number of 1000, a factor of 10 smaller than assumed hitherto. The implication that
dynamics in this region could greatly hasten the transition to turbulence assumes rel-
evance because in spite of major recent progress, the issue of how pipe flow becomes
turbulent is far from settled. Being axisymmetric and close to the centerline, the present
instability would be easily distinguishable in an experiment from other generators of
turbulence. �DOI: 10.1115/1.2776965�

1 Introduction
The fully developed laminar flow through a circular pipe is

linearly stable at any Reynolds number �see, e.g., Ref. �1��. The
mechanisms driving the flow to turbulence are being investigated
avidly �2–7�. When and whether the transient algebraic growth of
disturbances is crucial or whether the route is entirely nonlinear
�8� is still not clear. In this paper, we do not address this debate.
Our purpose is to bring to light a factor, which has hitherto been
considered unimportant, namely, the exponential growth of distur-
bances in the entry region. Thus, the very assumption that the flow
is fully developed could obscure the complete route to turbulence.
The distance le from the pipe entrance required to reach the fully
developed parabolic profile can be very long �9–11� and scales
linearly with the Reynolds number Re, roughly as le /R�Re/20,
where R is the pipe radius. This means that high Reynolds number
laminar flow through a pipe of limited length may never reach a
parabolic state. With many recent demonstrations �2,12� that pipe
flow may be maintained laminar up to very high Reynolds num-
bers �of the order of hundred thousand�, an understanding of the
instability of the entry flow is increasingly relevant. Even at much
lower Reynolds numbers, observations �10,13,14� indicate that
turbulent slugs and spots most often originate in the entry region.

We show that exponential growth of disturbances in the entry
region occurs at a Reynolds number of 1000, an order of magni-
tude lower than predicted by earlier theoretical work. Thus, linear
instability can play a more important role on the route to turbu-
lence than estimated up to now. We bring a recently developed
sophisticated solution method for nonparallel stability to bear on
this problem. This is the first time, to our knowledge, that this
problem is solved in a consistent manner. Recent work on entry
flow is either on finite amplitude perturbations �15,16� or on esti-
mates of transient growth �17�, not on linear instability. The exis-
tence of exponential growth, even over a short axial extent, means
that transient growth and nonlinearities will be enhanced signifi-
cantly, hastening the transition to turbulence.

A body of work on linear instability was done several decades
ago, with large discrepancy among the theoretical results. For ex-
ample, Tatsumi �18�, Huang and Chen �19�, Garg �20�, and Gupta
and Garg �21� obtained critical Reynolds numbers for linear insta-
bility, Recr, of 9700, 19,750, 13,250, and 11,700, respectively. The
typical pipe is known to undergo a transition to turbulence at a far
lower Reynolds number, of about 2000, in which case the linear
instability in the entry region may be deemed to be of only aca-
demic interest. Probably due to this, the disagreements were never
resolved. It is only recently that laminar flow has been achievable
at Reynolds number exceeding 100,000, see, e.g., Ref. �2�, in such

cases the entry region will obviously play an important role in the
transition to turbulence. The contrast with experiment, where lin-
ear instabilities were seen at a Reynolds number as low as 3800
�13�, was not investigated. All theoretical studies of linear insta-
bility, to our knowledge, have made two major approximations: �i�
the basic flow, whose stability is being studied, is taken in an
approximate form, usually of boundary-layer type, and �ii� the
stability is studied under the assumption of locally parallel flow.
Both of these represent physics inadequately, as we find. Given
the current interest in pipe transition, it is imperative to study this
flow with better technique, which includes all the physics. As
described in Sec. 2, we obtain the basic flow in a long entry region
accurately. A nonparallel stability analysis is conducted, correct to
O�Re−1� as described in Sec. 3.

2 Mean Flow
The flow studied here is through a straight pipe �shown in Fig.

1� with a uniform streamwise velocity Ui at the inlet. We solve the
axisymmetric Navier–Stokes equations for steady, incompressible
Newtonian flow in the stream function-vorticity formulation using
a six-level full-multigrid method on a parallel machine. The equa-
tions are nondimensionalized by the streamwise velocity Ui at the
inlet and the radius of the pipe R. The Reynolds number is thus
Re�UiR /�, where � is the kinematic viscosity. A large enough
length of pipe is considered for the Neumann condition to be
applicable at the outlet, and the exit profile is checked to be para-
bolic. The details of the solution method and its validation are
given in Refs. �22,23�. Axial �U� and radial �V� velocity profiles at
different axial locations for Re=5000 are shown in Figs. 2�a� and
2�b�, respectively. The exact solution is found to be considerably
different from all the approximate profiles used in earlier studies.

3 Nonparallel Stability Analysis

3.1 Formulation. To study the stability of this flow, each
quantity is expressed as the sum of a mean and a three-
dimensional perturbation, e.g.,

utot = U�x,r� + û�x,r,�,t� �1�

where x, r, and � are the axial, radial, and azimuthal coordinates
respectively; u, v and w are the corresponding velocity compo-
nents; the subscript tot stands for “total;” and t is time. For Re
�1, we have � /�x�� /�r, and therefore V�O�Re−1�, as is veri-
fied numerically, see Fig. 2�b�. This simplifies our approach, since
it enables us to express the x dependence of the perturbations as
the product of a rapidly varying wavelike part, exp�i���x�dx�,
and a slowly varying function, u�x ,r�, such that �u /�x
�O�Re−1�. The approach followed is thus similar to Ref. �22�. In
combination with a normal mode form in � and t, the streamwise
velocity perturbation may be written as
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û = Re�u�x,r�exp	i
� ��x�dx + n� − �t�� �2�

where n is the number of waves in the azimuthal direction, and �
is the disturbance frequency. The continuity and momentum equa-
tions are linearized, and terms of O�Re−2� and smaller terms are
neglected. The final equation is of the form

H��x,r� + G���x,r�
�x

= �B��x,r� �3�

Here �= �u ,v ,w , p�T, and the nonzero elements of the 4�4 ma-
trix operators H, G, and B are given by

h11 = Ui� + DxU + VDr + Q −
1

Re

1

r2 h12 = DyU

h14 = i� h23 =
2

Re

in

r2 h22 = VDr + DrV + Ui� + Q

h24 = Dr h32 = −
2

Re

in

r2 h33 = VDr −
V

r
+ Ui� + Q

h34 =
in

r
h41 =

i�

Re
Dr h42 = VDr + DrV + Ui�

+
1

Re

n2

r2 + �2� h43 =
in

Re

 1

r2 +
Dr

r
� h44 = Dr

g11 = g22 = g33 = g42 = U g14 = 1

and

b11 = b22 = b33 = b42 = i where Dr =
�

�r

Dx =
�

�x

and

Q =
1

Re
	�2 +

�1 + n2�
r2 −

1

r

�

�r
−

�2

�r2
The boundary conditions are

u = v = w = p = 0 at r = 0 for n � 1 �4�

u = p = 0 v + iw = 0 at r = 0 for n = 1 �5�

u = v = w = 0 at r = 1 �6�
Incidentally, Eq. �3� may be obtained from the stability equa-

tion in Ref. �22� by setting the angle of pipe divergence to zero.
The system of partial differential equations obtained here may be
solved as an eigenvalue problem of larger size as described in the
following section.

3.2 Solution Method. The streamwise derivative in Eq. �3�
couples neighboring axial locations in the flow field to one an-
other. Consider two streamwise Locations 1 and 2 separated by an
incremental distance, i.e., x2=x1+	x. To first order in 	x, and
noting that � remains constant downstream, we may express Eq.
�3� as

	H1 − G1/	x G1/	x

− G2/	x H2 + G2/	x
	�1

�2
 = �	B1 0

0 B2
	�1

�2
 �7�

The partial differential equation now has the appearance of an
eigenvalue problem of twice the size of the corresponding parallel
stability problem. The discretization and solution of the eigensys-
tem are done using a Chebyshev collocation spectral method, de-
scribed, for example, in Ref. �24�. The collocation points given by

yi = cos�i
/N� i = 1,N �8�

are naturally denser near the wall and sparser close to the center-
line, so no further grid stretching is necessary. The results shown
here have been obtained with 81 grid points; the accuracy is dis-
cussed later in this section.

Note that in Eq. �2�, the x dependence may be apportioned
arbitrarily between � and the eigenfunction u as long as all rapid
variations in the axial direction are included in the wavelike part,
to ensure that �u /�x is small. To do this, we first set the operator
G to zero and solve the resulting eigenvalue problem at Locations
1 and 2 independently. At each location, we choose a guess value
of � and iterate it until the desired complex frequency �0 is ob-
tained. The operators H, G, and B are then known at Locations 1
and 2, so Eq. �7� can be solved. This procedure works since the
ordinary differential equation differs from the partial differential
equation only in terms nominally of O�Re−1�. We have verified
numerically that choosing other suitable initial guesses for G
makes no difference to the results.

The growth rate g of the disturbance kinetic energy, E
=1/2�û2+ v̂2+ ŵ2�, is given by

g =
1

E

�E

�x
= − 2�i + � 1

Ee

�Ee

�x
�

r

�9�

where Ee=1/4�uu*+vv*+ww*�, the asterisk denotes a complex
conjugate. It is characteristic of developing flow that a disturbance
may amplify at one radial location and decay at another. Secondly,
one disturbance quantity �e.g., û� could be amplified while others
decay.

Typical values of � obtained by using different numbers of

Fig. 1 Schematic of the developing flow in the entry region of
a pipe; not to scale

Fig. 2 „a… Axial and „b… radial velocity profiles at different
streamwise locations; Re=5000
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collocation points for Re=5000, x=183.5, and �d=0.5 are shown
in Table 1. It is seen that 81 grid points are sufficient to make a
statement about stability.

4 Results and Discussion
Present eigenvalues for fully developed pipe flow match with

those of Ref. �25� up to the tenth decimal place. While the least
stable mode for fully developed flow is the helical �n=1� mode,
the axisymmetric �n=0� mode is found to be the most unstable
here, consistent with experiment �13�. At Re=5000, the variation
with axial distance of amplitude of disturbance kinetic energy is
shown in Fig. 3. Disturbances of frequencies outside the range
shown are found to be less unstable. The variation is monitored
here at r=0.08. The flow is linearly unstable within a certain axial
extent. Too far upstream, the effective Reynolds number of the
shear layer is too low for instability, and downstream; the flow is
closer to fully developed and thus linearly stable. It is found �not
shown� that the disturbance kinetic energy decays for r�0.6, and
that its growth is maximum close to the centerline. Thus an ex-
periment where the probe is positioned within 0�r�0.6 would
measure exponential growth of disturbances of the right fre-
quency, while probes placed closer to the wall would register a
stable flow. The disturbance kinetic energy integrated across the
pipe decays at these Reynolds numbers. We thus expect a greater
tendency toward turbulence close to the centerline, in contrast
with other mechanisms.

Under the parallel flow approximation, earlier studies neglected
the “small” variations in the downstream direction, as well as the
small radial mean flow. With consistent matched asymptotic ex-
pansions in the distinguished limits, it has been shown that these
effects are not small �26�. In fact, the axial development of the
flow makes O�1� contributions over some radial extent. The larg-
est effects come from the terms in the stability equations contain-
ing V multiplied by a radial derivative of the eigenfunction, as we
found numerically and from the estimates of order of magnitude.
What is happening physically is that the negative radial mean flow
sweeps disturbance vorticity away from the wall and toward the
centerline, which affects stability dramatically. The parallel flow

approximation, even using the accurate basic flow, completely
misses this physics and finds the flow to be stable, as seen in Fig.
3.

In the experiments compiled by �13�, the variation in amplitude
of the axial disturbance velocity û was the quantity measured,
which gives the result integrated over all eigenmodes. Since only
a small range of frequencies is unstable at the Reynolds numbers
considered, we expect the experiment to display a significantly
lower level of instability than predicted by the stability analysis.
We also do not expect û to correlate exactly with E. Also, stability
is a function of r, and the measurements were made at one or
more unspecified radial locations. Figure 4 shows the present zero
growth curve at r=0.25. The region above the curves is unstable,
indicating the axial extent of possible exponential growth at a
given Reynolds number. The qualitative behavior is the same as
the experiments, with a larger region of instability, as expected.
Note that at a Reynolds number of 1000, the flow is already lin-
early unstable over a short axial extent. The growth rates �not
shown� at this Reynolds number, however, are extremely small
and would be difficult to see in an experiment. The effect of these
modes on the transition at this Reynolds number would be indi-
rect, via transient growth, but probably already not insignificant. It
is clear from the same figure that the critical Reynolds numbers
predicted by earlier theoretical studies are unrealistically high.
Figure 5�a� demonstrates that at r=0.25, while the predicted neu-
tral boundary is larger than in the experiments, the extent over
which the kinetic energy grows by 1.8 times or more of its origi-
nal amplitude matches very well with the experimental neutral
boundary. A modern experiment where instability of a given fre-
quency could be detected accurately at a specified radial location
would be very valuable. The regions of instability at different
radial locations are shown in Fig. 5�b�. In accordance with the
expectations above, disturbance growth is much higher closer to
the centerline rather than at the wall. In the existing experiments,
the radial location at which measurements were made is not men-
tioned; the prediction here that disturbance growth is a sensitive
function of the radial location will hopefully motivate further ex-
perimental work.

To summarize, flow in the entry region of a pipe is already
linearly unstable at a Reynolds number of 1000, an order of mag-
nitude lower than computed hitherto, so this region could play a
more important role in transiiton to turbulence than realized. The
advection toward the centerline of the disturbance vorticity by the
small radial mean flow is the generator of this instability. We have
made no approximation in solving for the mean flow and have
performed a complete nonparallel analysis correct to O�Re−1�.
Our results are in qualitative agreement with existing experiment,
but more accurate experiments are needed. The present instability
is axisymmetric and most active near the centerline, which clearly
distinguishes it from other mechanisms of transition to turbulence,
such as low-speed streaks. This would make it more appealing to
the experimenter.

Table 1 Sensitivity of wavenumber and growth rate to the
number of collocation points used

No. of grid points �N� �r �i

51 0.499990 −0.000748914
61 0.490003 −0.000744894
81 0.490001 −0.000743789

Fig. 3 Amplification of the disturbance kinetic energy for the
axisymmetric „n=0… mode for typical disturbance frequencies
for Re=5000 at r=0.08. The result with a parallel flow assump-
tion is shown by the solid line with squares.

Fig. 4 Axial variation of the critical Reynolds number. Filled
triangles, axisymmetric mode at r=0.25. Filled circles and open
squares, experimental results †13‡. The theoretical results of
Refs. †18,19‡ for axisymmetric disturbances are shown by the
dashed and solid lines, respectively. The results of Refs.
†13,18,19‡ were compliled in this manner in Ref. †15‡.
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Development-Length
Requirements for Fully
Developed Laminar Pipe Flow of
Inelastic Non-Newtonian Liquids
In the current study, we report the results of a detailed and systematic numerical inves-
tigation of developing pipe flow of inelastic non-Newtonian fluids obeying the power-law
model. We are able to demonstrate that a judicious choice of the Reynolds number allows
the development length at high Reynolds number to collapse onto a single curve (i.e.,
independent of the power-law index n). Moreover, at low Reynolds numbers, we show
that the development length is, in contrast to existing results in the literature, a function
of power-law index. Using a simple modification to the recently proposed correlation for
Newtonian fluid flows (Durst, F. et al., 2005, “The Development Lengths of Laminar Pipe
and Channel Flows,” J. Fluids Eng., 127, pp. 1154–1160) to account for this low Re
behavior, we propose a unified correlation for XD /D, which is valid in the range 0.4
�n�1.5 and 0�Re�1000. �DOI: 10.1115/1.2776969�

1 Introduction
The importance of knowing the length of pipe required for

laminar Newtonian pipe flow to fully develop, i.e., for the velocity
profile to become nonvarying in the axial direction, has long been
recognized. Not only is this “development length” of great prac-
tical use, in the design of pipe flow systems, for example, but it is
also important for scientists and engineers studying such flows
and their transition to turbulence �1�.

This importance is reflected in the number of studies which
have attempted to provide a definitive relationship between the
nondimensional entrance length �XD /D� and the Reynolds number
in a functional form XD /D=C1Re. Numerous papers have used
either analytical �2–4�, numerical �5–7�, or experimental �8,9�
means to determine XD= f�Re�. This extensive literature is suc-
cinctly described in the recent paper of Durst et al. �10� who also
point out that virtually all of these studies incorrectly provide the
variation of XD as being of the form XD /D=C1Re. Such a rela-
tionship incorrectly implies that in the creeping-flow limit �i.e.,
Re→0�, the flow will instantaneously develop. In fact, at low
Reynolds number, diffusion plays an important role and the cor-
rect functional form of the relationship between the development
length and Re should be

XD/D = C0 + C1Re �1�
To address the inconsistencies and confusion in the literature,
Durst et al. �10� conducted a detailed numerical study and pro-
posed the following nonlinear correlation:

XD/D = ��0.619�1.6 + �0.0567Re�1.6�1/1.6 �2�

which is valid in the range 0�Re�� �provided, of course, that
the flow remains laminar. As is well known, with great care, tran-
sition in pipe flow can be delayed to very high Reynolds numbers
�1��. Thus, the situation for Newtonian fluids is finally well un-
derstood and an accurate correlation is now available. For non-
Newtonian fluid flows, in contrast to the situation for Newtonian

fluid flows, the literature is considerably scarcer although by no
means less contradictory. In Table 1, we summarize most of the
previous investigations using the “power-law” model in this area.
Much as Durst et al. �10� observed for Newtonian fluid flows,
nearly all of these previous studies predict a relationship of the
form

XD/D = C�Re� �3�

where C= f�n� and n is the power-law index. Such correlations
clearly neglect the role played by diffusion, which becomes in-
creasingly important with decreasing Reynolds number. Based on
our own numerical results, described in detail in this paper, a
correlation of the form of Eq. �3� is probably only valid for Rey-
nolds numbers greater than about 20. Moreover, there are consid-
erable differences for even this “high Reynolds number” estima-
tion in the Newtonian limit �i.e., n=1�. Only three studies are
within ±10% of the robust value of 0.0567Re determined recently
in the numerical study of Ref. �10�: Collins and Schowalter �3�,
0.061Re; Mehrota and Patience �14�, 0.056Re; and Ookawara et
al. �15�, �0.0575Re. This latter paper �i.e., Ref. �15�� is the only
study in the literature that proposes both a correlation of the cor-
rect form and is in reasonable �maximum 5.8% error� agreement
with the correlation of Durst et al. �10� in the Newtonian limit.
However, the correlation proposed by Ookawara et al. �15� pre-
dicts that, in the creeping-flow limit, the development length is
independent of the power-law index n and equal in magnitude to
the Newtonian development length. Such a result seems surprising
given the nonlinearity that is retained in the governing equations
through the power-law equation �in contrast to the corresponding
equations for creeping Newtonian flow, which are, of course, lin-
ear�.

In the current study, we conduct a detailed and systematic nu-
merical investigation of developing pipe flow for inelastic non-
Newtonian fluids obeying the power-law model. We show that a
judicious choice of the Reynolds number allows the development
length at high Re to collapse onto a single curve �i.e., independent
of n�. Moreover, at low Re, we show that the development length
is, in contrast to the results of Ookawara et al., a function of
power-law index. Using a simple modification to the correlation
proposed by Durst et al., to account for this low Re behavior, we
propose a unified correlation for XD /D, which is valid in the range
0.4�n�1.5 and 0�Re�1000.
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2 Numerical Method
To compute the developing flow field within a pipe for inelastic

non-Newtonian liquids, we make use of the fact that the flow is
laminar, incompressible, steady, and axisymmetric �i.e., two di-
mensional�. The governing equations are then those expressing
conservation of mass �Eq. �4�� and momentum �Eq. �5�� in com-
bination with a suitable rheological constitutive equation,

�ui

�xi
= 0 �4�

�� ��uiuj�
�xi

� =
�p

�xi
+

�

�xj
����̇�� �ui

�xj
+

�uj

�xi
	� �5�

For reasons of simplicity, we choose to use a purely viscous gen-
eralized Newtonian fluid �GNF� based on the power-law model,
which gives the following “viscosity function”:

���̇� = k�̇n−1 �6�

where the shear rate �̇ is related to the second invariant of the rate
of deformation tensor �Dij� by

�̇ = 
2DijDij where Dij =
1

2
� �ui

�xj
+

�uj

�xi
	 �7�

Equations �4�–�7� are solved using the commercial package FLU-

ENT �Version 6.2�. This well-established code has been used ex-
tensively in the calculation of complex flows �see Refs. �18–22�
for recent examples� and is adequate to model the inelastic lami-
nar flows under consideration here. The differencing schemes
used are both formally second order in accuracy: central differ-
encing is used for the diffusive terms and a second-order upwind-
ing scheme for the convective terms. Some limited calculations
were also carried out using a theoretically third-order quadratic
upstream interpolation for convective kinematics �QUICK� type
scheme for the convective terms to ascertain the effect of discreti-
zation scheme on the accuracy of our results. Coupling of the
pressure and velocity was achieved using the well-known semi-
implicit method for pressure-linked equations �SIMPLE� imple-
mentation of Patankar �23�.

Double precision �14 d.p.� was used for all the calculations so
that round-off errors are negligible. The iterations were stopped
whenever the scaled residuals �see Ref. �24�� for the solutions for
the two components of velocity and the continuity equation ap-
proached an asymptotic value; in general, the scaled residuals
were observed to reach a level between 10−12 and 10−15.

A schematic representation of the computational domain is
given in Fig. 1. At inlet �x=0�, we apply a uniform velocity UB

and we define the development length XD as the axial distance
required for the centerline velocity to reach 99% of its fully de-
veloped value. We use the well-known no-slip boundary condition
at the wall and impose zero axial gradients at the outlet. The
length of the domain is dependent on the Reynolds number of the
flow in question �L= f�Re��; in general, the domain was at least
five times as long as the calculated development length. Calcula-
tions with extended domain lengths confirmed that this criterion
was sufficient to allow XD to be independent of this length.

A preliminary series of calculations was carried out for a New-
tonian fluid, at a moderate Reynolds number �Re=10�, with 10
�20, 20�40, 40�80, 80�160, and 160�320 quadrilateral cells
of constant dimension, �x=2�r, to determine a suitable mesh
density and to investigate the accuracy of our simulations. In ad-
dition to the variation in XD, to allow us to estimate this accuracy,
we define a relative error

E =
uc − UC,FD

UC,FD
�8�

where uc is the calculated centerline velocity at the outlet plane
and UC,FD is the corresponding fully developed analytical value.
The analytical solution for the fully developed pipe flow of a
power-law fluid is well known �see Ref. �25�, for example� and is
given by

Table 1 Summary of previous investigations of development-length requirements for non-Newtonian power-law pipe flows

Author Method
Parameter

range
Re

definition Re range XD= f�Re�
Newtonian
prediction

Collins and Schowalter �3� A 0�n�1 ReCS
No range
provided

XD /D=C�Re� where C= f�n� XD /D=0.061�Re�

Mashelkar �11� A 0�n�1 ReCS
“High Re” XD /D=C�Re� where C= f�n� XD /D=0.049�Re�

Soto and Shah �12� N n=0.5, 0.75
and 1.5

ReCS
No range
provided

XD /D= �0.15−0.085n�Rea XD /D=0.065�Re�

Matros and Nowak �13� A No limit
provided

ReMR
No range
provided XD /D=Re�0.0865�2�n+1�

3n+1 �−2� XD /D=0.0865�Re�

Mehrota and Patience �14� N 0.6�n�1.5 ReMR �200 XD /D=0.056�Re�

Ookawara et al. �15� N No limit
provided

Consult
ref

�50 XD /D=
��0.655�2+ �0.0575�2�Re�2�

Gupta �16� A 0.3�n�2.0 ReMR
No range
provided

XD /D=C�Re� where C= f�n� XD /D=0.04�Re�

Chebbi �17� A 0�n�1.5 ReCS
No range
provided

XD /D=C�Re� where C= f�n� XD /D=0.09�Re�

aExtracted by the current authors from graphical data

Fig. 1 Schematic of computational domain and boundary
conditions
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u

UB
=

�1 + 3n�R−�1+n�/n

�1 + n�
�R�1+n�/n − r�1+n�/n� �9�

Thus, the centerline velocity is simply UC,FD= ��1+3n� / �1
+n��UB and the velocity profile becomes increasingly flat with
increasing degree of shear thinning index �i.e., decreasing n�.

The results of our grid-dependency study are tabulated in Table
2. Firstly, we note that the variation of XD between meshes is at
most about 2%. Secondly, fitting these points to an equation of the
form a��r�p+b allows us to estimate the order of accuracy �p� of
our simulations and the mesh-independent �extrapolated� XD
value, b �26�. Using this order to estimate the “Richardson” ex-
trapolation value for this quantity �i.e., the value extrapolated to
zero mesh size�, shown in Table 2, we still find that the error in
our simulations, defined as er= �XD,extrap−XMX� /XD,extrap, espe-
cially for meshes M4 and M5, is exceedingly small ��0.05% �.
Also shown in Table 2 are the corresponding results obtained
using a QUICK type of discretization scheme for the convective
fluxes. With increasing mesh refinement, differences between the
two schemes become increasingly slight and reassuringly the ex-
trapolated values for both schemes agree to better than 0.005%.
Based on these levels of error, and the amount of computing time
required for a specific mesh density, we conducted all remaining
calculations using a mesh density corresponding to mesh M4
which, for the case studied above, gives “errors” �both based on
our E parameter and in comparison with the zero grid-size ex-
trapolation er� less than 0.05%. Using this mesh density �which at
the highest Re studied, and therefore the longest domain lengths,
led to grids with 640,000 cells� resulted in very accurate simula-
tions for the whole range of Reynolds numbers and power-law
indices studied. Our E parameter, for example, which essentially
measures the difference between the fully developed calculation
and the corresponding analytical solution, although exhibiting a
slight dependency on n, was always less than 0.03%.

3 Validation of Newtonian Results
In Fig. 2, we plot the variation of the development length with

Reynolds number for our Newtonian simulations. Also shown is
the nonlinear correlation proposed by Durst et al. �10�, i.e., Eq.
�2�. As can be seen, there is good agreement between the current
simulations and the correlation. The maximum percentage differ-
ence between our data and the correlation proposed by Durst et al.
�10� is about 4.5%. Such a level of discrepancy is slightly greater
than the error between the original data of Durst et al. �10� and
their correlation �3%�.

4 Power-Law Model Results

4.1 Definition of Re. As discussed in detail by Chhabra and
Richardson �27�, as a consequence of their variable viscosity, one
of the intrinsic difficulties with analyzing flows of non-Newtonian
liquids is in the correct definition of a Reynolds number �i.e., the
ratio of inertia to viscous forces within the flow�. Perhaps, the
most straightforward Reynolds number is that based on a charac-
teristic shear rate �̇=UB /D, which here we call the Collins–
Schowalter Reynolds number

ReCS =
�UB

2−nDn

K
�10�

Such a Reynolds number also arises naturally from a simple di-
mensional analysis of the problem. Although the simplicity of Eq.
�10� is appealing, it is well known that it is not always the most
appropriate definition. For example, in turbulent pipe flows �28�
or in pipe flows with abrupt changes in cross-sectional area �29�,
the viscosity at the wall is usually more useful,

Re =
�UBD

	wall
�11�

This Reynolds number has the advantage that it is physically
based on some quantity within the flow but has the disadvantage
that it requires a detailed knowledge of the flow field and cannot
be easily estimated in a complex flow. In a developing flow field,
such as the current case, it also has the disadvantage that it will
vary with axial location until the flow is fully developed. Never-
theless, if we consider the fully developed region in our flow, it is
relatively straightforward to show that �̇wall= �2�1+3n� /n�
��UB /D� and therefore that

Rewall =
�UB

2−nDn

K
� n

2 + 6n
	n−1

�12�

Alternatively, one may take a different approach and select a gen-
eralization of the Reynolds number such that the data under in-
vestigation collapse in some manner. Metzner and Reed �30� used
such an approach to correlate the pressure drop data required to
drive the fully developed non-Newtonian flow in a pipe. They
defined a Reynolds number

ReMR =
�UB

2−nDn

K
8� n

6n + 2
	n

�13�

so that f =16/ReMR in laminar flow. An identical definition of this
Reynolds number was also derived by Bird �31� using an elegant

Table 2 Mesh characteristics and development lengths for a Newtonian fluid Re=10 using
either a second-order upwind or QUICK-type discretization scheme

Mesh �r /R �x /R NC uc

Second order upwind
er

�%�E �%� XD

M1 0.1 0.2 200 1.980 0.9821 0.8897 1.81
M2 0.05 0.1 800 1.995 0.2472 0.8789 0.52
M3 0.025 0.05 3200 1.999 0.06256 0.8747 0.15
M4 0.0125 0.025 12800 2.000 0.01678 0.8734 0.04
M5 0.00625 0.0125 51200 2.000 0.00534 0.8730 0.02

Richardson
extrapolation

0.8729

QUICK
M1 0.1 0.2 200 1.980 1.026 0.8946 1.71
M2 0.05 0.1 800 1.995 0.2611 0.8768 0.53
M3 0.025 0.05 3200 1.999 0.06704 0.8749 0.16
M4 0.0125 0.025 12800 2.000 0.01778 0.8735 0.05
M5 0.00625 0.0125 51200 2.000 0.00534 0.8730 0.02

Richardson
extrapolation

0.8728
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dimensional analysis approach. Finally, it is worth noting that all
of these definitions are inter-related; thus,

ReMR = 8� n

6n + 2
	n

ReCS �14�

Rewall = � n

6n + 2
	n−1

ReCS �15�

4.2 Discussion of Power-Law Simulations. The develop-
ment length variation for the power-law model is shown for the
three different definitions of the Reynolds number, ReCS, Rewall,
and ReMR, in Figs. 2�a�–2�c�. Depending on the Re definition
used, different conclusions can be drawn regarding the effect of
power-law index on XD. Using a Reynolds number based on a
“characteristic” shear rate, ReCS, a monotonic progressive increase
in development length is observed for decreasing power-law in-
dex, i.e., XD increases with increasing shear thinning �n�1� and
decreases with shear thickening �n�1�. Below a certain Reynolds
number, ReCS1, the flow is essentially governed by diffusion
and, for a given value of n, the development length is approxi-
mately constant. At higher Re, the slope �i.e.,
d�log�XD /D�� /d�log�ReCS��� also appears to be approximately
constant. Plotting the data using a Re based on the wall viscosity
in the fully developed region, Rewall �Fig. 2�b��, reveals a different
overall trend; although at low Re, the trend is the same, at a
critical Reynolds number �Rewall15�, there is a crossover past
which the effect of power-law index on development length is
reversed compared to the trend observed with ReCS.

If we plot the data using the generalized Reynolds number of
Metzner and Reed �30�, we see that, at higher Reynolds number at
least, the development lengths “collapse” onto the Newtonian
curve. At high Reynolds numbers, our results are thus in practical
agreement with the most recent numerical simulations in the lit-
erature �Mehrota and Patience �14� and Ookawara et al. �15��. At
lower Re, where the development length is determined by diffu-
sion, the constant development length is a function of power-law
index. Such dependency is previously unreported in the literature,
although most previous studies neglected this low-Re region.

We plot the variation of this constant creeping-flow develop-
ment length with power-law index in Fig. 3. Further simulations
were conducted in this low-Re regime �at ReCS=0.001� to map out
this variation in detail. Also included in Fig. 3 is a quadratic fit to
these data over the range of power-law index for which we have
conducted detailed simulations �i.e., 0.4�n�1.5�. With increas-
ing shear thinning, i.e., progressively decreasing n, iterative con-
vergence became increasingly time consuming and below n=0.2
we could no longer obtain convergence. A maximum development

Fig. 2 Variation of development length for Newtonian and
power-law fluids versus „a… Reynolds number based on Collins
and Schowalter †3‡, „b… Re based on wall viscosity in fully-
developed flow, and „c… Re based on definition of Metzner and
Reed †30‡

Fig. 3 Variation of creeping-flow „ReCS=0.001… development
length with power-law index
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length occurs for n0.35; for fluids more shear thinning than this,
the fully developed velocity profile becomes increasingly flat until
the limiting behavior of n=0 the velocity profile is itself uniform
and “instantaneously” fully developed. A possible explanation for
the complex variation of the development length with power-law
index is that there are two “competing” effects. In this creeping-
flow regime, the development length is essentially diffusion domi-
nated and so with decreasing n, it is plausible that the diffusion
time will increase and so you might expect the development
length to increase. However, with increased shear thinning, the
fully developed velocity profile becomes increasingly uniform and
so less rearrangement of the uniform inlet velocity profile needs to
occur before it attains its fully developed shape. Using a simple
scaling argument, it is possible to show that a characteristic dif-
fusion time must be inversely proportional to the “effective” vis-
cosity �at least in the range 0�n�2�,

tdiff 

C*

	eff
�16�

where 	eff= �1/8�K��6n+2� /n�n �i.e., from the Metzner-Reed
Reynolds number� and C* is an order-one constant, which has the
units sn−1 kg/m. If we also define a characteristic velocity scale,
to account for the fact that the fully developed velocity profile

becomes increasingly flat with decreasing n, as the difference be-
tween the centerline fully developed value and the bulk velocity
�i.e., UC,FD−UB�, the development length should be of the form

Ldiff 
 U*tdiff 
 �UC,FD − UB�
C*

	eff
�17�

The variation of this length scale with power-law index is in-
cluded in Fig. 3. Although such a simple scaling argument based
on bulk variables is unable to completely capture the full com-
plexity of the development-length variation, it does correctly pre-
dict the power-law index at which the development length attains
a maximum and it also predicts the form of the variation above
and below this n value.

To further understand this complex low-Re behavior, in Fig. 4
we show the axial velocity distribution at various axial locations
together with the fully developed analytical solution and the cor-
responding, virtually indistinguishable, fully developed numerical
solution. As has been observed previously for the Newtonian case
�Durst et al. �2005��, close to the uniform velocity inlet, a signifi-
cant off-centerline velocity overshoot is apparent for all fluids,
although this peak is enhanced for the shear-thickening fluid �n
=1.5� and increasingly diminished with decreasing power-law in-

Fig. 4 Creeping-flow „ReCS=0.001… axial velocity development at various axial locations for „a… Newtonian fluid, „b… n=0.6, „c…
n=0.4, and „d… n=1.5
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dex. As a consequence of the flattening of the velocity profiles,
which accompanies shear thinning, it is difficult to differentiate
this effect from any development-length effects. Therefore, in Fig.
5�a�, we plot the centerline velocity variation, and in Fig. 5�b�, we
plot the same velocity data but scaled such that it varies between
0 and 1: 0 corresponds to the bulk uniform inlet velocity and 1 to
the fully developed centerline value. Rescaling the data, as in Fig.
5�b�, highlights some interesting effects. Close to inlet, x /D
�0.3, the centerline velocities collapse onto a single curve for all
values of n. Downstream of x /D�0.5, the rate of change of the
centerline axial velocity decreases with decreasing n, at least in
the range 0.4�n�0.8, in agreement with the observed increase in
XD for increasing amounts of shear thinning �cf. Fig. 2�. For the
shear-thickening fluid, n=1.5, the centerline velocity initially
overshoots its fully developed value. Thus, although using our
definition of XD, the shear-thickening fluids appear to develop
quicker; in fact, if we were to refine our definition of XD, perhaps
to the more robust “length at which the centerline velocity attains
a monotonically varying value within 1% of its fully developed
value,” this trend would be altered.

Finally, if we use the polynomial fit to the variation of creeping-
flow development length with power-law index �shown in Fig. 3�,
we can make a simple modification to the correlation of Durst et
al. to account for shear-thinning and mildly shear-thickening ef-
fects,

XD/D = ��0.246n2 − 0.675n + 1.03�1.6 + �0.0567ReMR�1.6�1/1.6

�18�
This equation is only valid for power-law indices in the range
0.4�n�1.5. The correlation is shown in Fig. 6 together with the
numerical data for the various levels of power-law index. In gen-
eral, the agreement of Eq. �18� to the data is better than 5% except
at the highest Reynolds numbers where, especially for n=0.4 and
1.5, the agreement deteriorates somewhat �maximum 15% differ-
ence�.

5 Conclusions
We have reported the results of a detailed and systematic nu-

merical investigation of developing pipe flow of inelastic non-
Newtonian fluids obeying the power-law model. Use of the Rey-
nolds number developed by Metzner and Reed �30� allows the
development length at high Reynolds number to collapse onto a
single curve �i.e., independent of the power-law index n�. More-
over, at low Reynolds numbers, the development length is, in
marked contrast to existing results in the literature, a function of
power-law index. Using a simple modification to the recently pro-
posed correlation for Newtonian fluid flows �10� to account for
this low-Re behavior, we have proposed a unified correlation for
XD /D, which is valid in the range 0.4�n�1.5 and 0�Re
�1000.
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Influence of Reynolds Number on
the Evolution of a Plane Air Jet
Issuing From a Slit
Jet flows are encountered in a variety of industrial applications. Although from the points
of view of manufacturing with ease and small spatial requirement it is convenient to use
short slit nozzles, most of the available studies deal with turbulent jets issuing from
contoured nozzles. In the present work, experiments have been conducted in the moderate
Reynolds number range of 250–6250 for a slit jet. Mixing characteristics of slit jets seem
to be quite different from those of jets emerging out of contoured nozzles. This is prima-
rily due to the differences in the decay characteristics and the large scale eddy structures
generated in the near field, which are functions of the initial momentum thickness. It is
evident that, in the range of 250�Re�6250, the overall spreading characteristics of the
slit jet flow have stronger Reynolds number dependence than those of contoured nozzle
jets. In particular, the slit jets exhibit slower mean velocity decay rates and slower
half-width growth rates. Normalized power spectra and probability distribution functions
are used to assess the spatial evolution and the Reynolds number dependence of jet
turbulence. It is seen that the fluctuating components of velocity attain isotropic condi-
tions at a smaller axial distance from the nozzle exit than that required for mean velocity
components to become self-similar. �DOI: 10.1115/1.2776959�

Keywords: jets, transition to turbulence, self-similarity in jets, shear layer, Reynolds
number, jet structures

1 Introduction

Jet flows are encountered in a variety of industrial applications
dealing with cooling, mixing, or drying processes. Flow patterns
associated with jets involve mechanisms of vortex evolution and
interaction, flow instabilities, and fine scale turbulence augmenta-
tion. Most of the past experimental works on plane jets have con-
sidered higher Reynolds number turbulent jets issuing from con-
toured nozzles or long channels �1–5�. This is because jet flows
are found to be very sensitive to the initial velocity profile, and
well-defined nozzle or channel shapes allow accurate character-
ization of the initial profile. In industrial applications, it is imprac-
tical to provide long nozzles or channels, and short nozzles are
usually employed. Quite often, it proves equally effective to form
jets by allowing a gas to escape through slit shaped perforations
on the wall of a plenum. Therefore, slit jets arising in such in-
stances need to be characterized in their typical application range
of low to moderate Reynolds numbers to aid their effective usage.

Several researchers have analyzed the flow structure of jets is-
suing from contoured nozzles or long channels. Thomas and
Goldschmidt �1� indicated that in jets issuing from long channels,
shear layer merging occurred between 6�x /d�12. According to
Antonia et al. �2�, organized structures are developed well down-
stream of the nominal merging point of the mixing layers, but
upstream of the onset of self-preservation. It was further con-
cluded that interaction of the structures from the opposite mixing
layers results in their destruction and new structures are formed
subsequently. A detailed experimental investigation by Heskestad
�3� showed that the channel jet becomes self-preserving at 100
slot widths. Experiments by Bradbury �5� indicated that all free
turbulent shear flows may have similar structure. A low velocity
free stream air supply was provided in the above study to control

the outer layers of the jets. It was concluded that similarity should
not be restricted by local isotropy considerations but should apply
to the larger eddies as well.

Klein et al. �6� studied the Reynolds number effect on plane jets
using direct numerical solution. The Re was in the range 1000
�Re�6000. Flow is not independent of Re but close to a con-
verged state with very weak Re dependence at Re=6000. The
axial distance covered in these studies was of the order of 30–40
times the diameter of the jet. Suyambazhahan et al. �7� studied
oscillations in a 2D laminar jet over a range of Reynolds and
Grashof numbers and for various jet orientations. For isothermal
jets, the frequency of velocity oscillations and the axial location
for the onset of oscillations increase with Reynolds number. Stud-
ies were conducted by Namer and Otugen �8� at moderate Rey-
nolds numbers �Re�1000� for a jet having an aspect ratio of 56.
In plane jets, the transition from laminar to turbulent flow is
known to occur at a low Reynolds number of the order of 500.
Hence, the range of Re�1000 is also of interest for obtaining a
complete picture of jet flow behavior. Jo and Kim �9� conducted a
linear stability analysis to study transition in the range of 50
�Re�1000. Hussain and Clark �10� studied the effects of the
mean and fluctuating flow characteristics of the upstream bound-
ary layer on the evolution of flow in the near field of a plane jet.

It is clear from the above survey of literature that most of the
earlier studies have dealt with jets from contoured nozzles or long
channels, and the Reynolds number range corresponding to lami-
nar to turbulent flow transition has not been investigated in detail.
Also, it is evident that studies that characterize plane jets issuing
from simple slits are rare. The jet spread rates in the transverse
and axial directions, as well as the jet instability modes, are likely
to be different due to the change in the jet inlet geometry and the
consequent changes in the initial flow conditions. Hence, there is
a need to characterize slit jets for their optimal usage in applica-
tions such as air curtains or pollutant dispersion devices, where
low spread rate could be of interest.

The primary objective of the present work is to study the evo-
lution of a plane jet issuing from a slit. It is also aimed to high-
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light the influence of Reynolds number on the development of
turbulent structures. Jets are studied experimentally starting from
a very low Reynolds number of 250 up to a value of 6250 in order
to bring out the complex mechanisms involved in the transitional
regime. The data obtained include mean streamwise velocity,
time-averaged turbulence statistics, autocorrelations, spectra of
streamwise fluctuating velocity, and also the fluctuating velocity
components in the transverse directions.

2 Experimental Setup
A schematic of the experimental setup is given in Fig. 1. Com-

pressed air �10 bar maximum pressure� from a storage vessel is
admitted through a pressure regulator and a needle valve that
regulates the flow rate. An accurately calibrated orifice meter and
a rotameter fitted in the line are used to measure the air flow rate.
The average jet exit velocity is computed from the measured air
flow rate. A two-dimensional traverse system is used to investigate
the flow field in the axial and transverse directions. The present
study is conducted for a two-dimensional plane air jet issuing
from a slit into quiescent atmospheric air. Additional precautions
have been enforced to prevent any stray air circulation, which
might interfere with the jet flow. The region is covered by two
side plates in order to preserve the two dimensionality of the jet
expansion �primarily in the vertical plane�. The slit dimensions are
50�2 mm2 so as to get an aspect ratio of 25 �Fig. 1�. A disk of
4 mm in thickness houses the slit of rectangular cross section, and
the disk is directly fitted at one end of the settling chamber. The
sudden contraction at the slit accelerates the air flow, and a jet
with a top hat velocity profile with a small momentum thickness
emerges from the slit nozzle. The slit has sharp edges to prevent
the occurrence of flow nonuniformities at the nozzle exit.

The initial turbulence level of the jet is controlled to about 0.5%
by a honeycomb and fine screen structure. Turbulence measure-
ments are carried out with a Dantec hot wire anemometer model
90N10. The probe used is Dantec model 55P11 made of 5 �m
diameter platinum coated tungsten wire, with a maximum fre-
quency response of 500 kHz. The hot wire anemometer is cali-
brated using a Pitot tube in conjunction with a micromanometer
�Furness Control FCO12�, with an accuracy of ±1% and linearity
better than 1% of the reading. Velocity is varied from
2.1 m/s to 51.9 m/s so as to vary Re from 250 to 6250.

Voltage-velocity calibration data are fitted with a power law
form E=A+BUn, where A and B are constants. The probe is reca-
librated daily in a wind tunnel after cleaning with acetone solu-
tion. The mean and rms values are taken at a sampling rate of
1 kHz for a sampling time of 60 s. A few measurements of fluc-
tuating components v and w are taken with the help of the Dantec
55P12, 45 deg slant probe using the procedure suggested by
Brunn �11� and Fujita and Kovasznay �12�. Repeatability of re-
sults was checked for similar runs and was found to be satisfac-
tory. In order to check the accuracy of the method, Reynolds stress
�−�u�v�� variation is estimated over the cross section of a fully
developed pipe flow using the present slant probe. The Reynolds
stress is also derived from pressure drop data and the measured
mean velocity profile in the radial direction. The Reynolds
stresses obtained by the two methods agreed within an error of
2%, indicating that the slant probe used here for measuring v and
w fluctuations is accurate enough.

For estimation of the power spectra of velocity fluctuations,
data are acquired at a sampling frequency of 50 kHz for the high-
est Reynolds number with the low pass filter fixed at 20 kHz for
locations up to an axial distance of 140 times jet height �d�. The
signals are digitized using a 12 bit analog-to-digital �A/D� con-
verter. A temperature compensation scheme is implemented, and a
correction is applied to the data in order to reduce error due to
temperature variation during the experiment. Reynolds number at
the exit is calculated based on the mass flow rate measured using
the orifice meter. Uncertainties in mass flow rate, cross sectional
area of the nozzle, and nozzle height d are, respectively, 1.13%,
0.71%, and 0.5%. Uncertainty involved in the acquisition and
conversion of mean and rms values of velocity samples are 1.2%
and 2%, respectively, for 95% confidence level with reference to
the calibration. Using the propagation method suggested by Mof-
fat �13�, uncertainties in Re and longitudinal turbulence intensity
are estimated as 1.42% and 2.33%, respectively. The maximum
uncertainty in the dimensionless fluctuations of v /Uc and w /Uc
components measured by the slant probe is 3.9%.

Fast Fourier transform �FFT� analysis was performed on the
velocity data to evaluate the dominant spectral components and
their amplitudes along the jet axis. Four traces of 262,144 points
were averaged for each spectrum. For each data trace, a Blackman

Fig. 1 Schematic of the experimental setup
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window and an averaging routine were used with 62 overlapping
data segments of 2048 points. The experiments were carefully
conducted by switching off electrical appliances nearby and dur-
ing night times, so as to minimize any acoustic disturbances ema-
nating from machines or traffic. From the mean velocity measure-
ment, the jet half-width variation was estimated at different
locations and Reynolds numbers. Probability distribution func-
tions �PDFs� have been used as a tool to assess the Re and loca-
tion dependence of turbulent fluctuations. Maximum uncertainty
in the frequency calculation by FFT is estimated as f ±6 Hz, and
the propagation of uncertainty in Strouhal number is 1.11%. The
window width in PDF estimation is limited to 0.2� so as to con-
trol the uncertainty to 1%.

3 Results and Discussion
Evolution of a free jet depends on the velocity profile of the

initial boundary layer as well as the Reynolds number, as illus-
trated by Hussain and Clark �10�. Mean and fluctuating velocity
components measured at a section located 1 mm from the slit-
nozzle exit are shown in Fig. 2. The measured mean velocity has
a top hat profile, which indicates an incomplete laminar boundary
layer development inside the nozzle. It is also evident that a major
portion of the interior region of the jet lies in the potential core.
The displacement thickness ��� obtained by numerical integration
is 0.0355d and momentum thickness �	� is 0.0133d for Re
=6250 �where d is the height of the slit�. The ratio of the displace-
ment to momentum thickness is the shape factor, and the value
obtained here is 2.68 for Re=6250, which is slightly higher than
the value of 2.5 obtained for the Blasius profile of laminar flow
over a flat plate. The turbulence intensity profile exhibits a peak
near the edge of the shear layer. As the Reynolds number in-
creases the maximum turbulence intensity in the shear layer also
increases but remains below 0.5% over a considerable portion of
the cross section. According to Ref. �10�, these two features to-
gether can be taken as an indication for the existence of a laminar
boundary layer within the slit, up to the jet inlet.

3.1 Mean and Fluctuating Velocity Components. Mean ve-
locity decay along the central axis in the near region is plotted in
Fig. 3�a�. This shows that the near field flow is almost unaffected
by Re up to x /d=5. Namer and Otugen �8� found that the mean
velocity decay in the near region is influenced by the Reynolds
number and that the potential core length decreases with Re for
the jet flow from a contoured nozzle. The present results for the
slit-nozzle jet show that the mean velocity decay in the near field
�x /d�5� and the potential core length are nearly independent of

Reynolds number. Beyond the potential core, decay is slower for
higher Re values. The above mentioned trends can be explained as
follows. For a contoured nozzle, a well grown boundary layer
whose thickness depends on the Reynolds number is present at the
nozzle exit. This, in turn, results in larger vortices in the near field
region, which increase the mixing in the jet shear layer as well as
the rate of shear layer growth. Consequently, the potential core
length is less for a contoured jet. In order to understand the effect
of jet Reynolds number on potential core length, one needs to
keep in mind both the decrease in the inlet momentum thickness
and the increase in inlet turbulence intensity with Reynolds num-
ber. For a slit jet, the boundary layer growth �i.e., momentum
thickness� is negligible at the nozzle exit. Also, due to the strong
influence of the sudden contraction, the effect of Reynolds num-
ber appears to be negligible in the potential core length.

The quantity �Uo /Uc�2 is plotted in Fig. 3�b� for six Reynolds
numbers between 250 and 6250. The results show that a correla-
tion can be obtained in the form

�Uo

Uc
�2

= K1� x

d
− C1� �1�

Here, the value of K1 varies from 0.21 to 0.1 as Re changes from
1100 to 6250. This compares with the values of 0.239 and 0.175

Fig. 2 Mean and rms velocity variation across the jet cross
section. Note: Solid symbols represent axial velocity and open
symbols represent turbulence intensity.

Fig. 3 „a… Development of mean velocity in the near field.
Note: N&O represents Ref. 8. „b… Inverse of the mean square
velocity decay. N&O represents Ref. 8.
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for the contoured nozzle jets obtained at Re of 1000 and 7000,
respectively, by Namer and Otugen �8�. The value of K1 reported
by Thomas and Goldschmidt �1� is 0.22. These differences ob-
served in the value of K1 can be attributed to the change in nozzle
shape, i.e., slit geometry employed in the present study as opposed
to contoured nozzles in Refs. �1,8�.

The axial growth of turbulence intensity is plotted in Fig. 4�a�.
The domain of plotting is restricted to x /d=60 for Re=250 and
550, considering the high measurement uncertainties for the mean
and fluctuating components in the far field, at low Re values. It is
seen that at a Reynolds number of 250, large turbulence intensity
occurs in the far region. In such cases, it is possible that the flow
has three-dimensional features due to axis switching and
asymptotic approach toward axisymmetric shape. As the Reynolds
number increases, turbulence intensities decrease in the far field.
Early hot wire measurements of Heskestad �3� also indicated
higher turbulence intensities with smaller Reynolds numbers, but
the corresponding axial distributions did not level off by x /d
=160 even at a high Re of 36,900. The present measurements
show that the turbulence intensity increases fast up to x /d=20,
followed by minor variations up to about x /d=100, eventually
attaining an asymptotic value for x /d
120. In the case of con-
toured nozzles, Hussain and Clark �10� and Krothapalli et al. �14�
observed that the turbulence intensity peaks at x /d=20, after
which it slows down and attains an asymptotic value. The physics
was explained in terms of interactions between the shear layers
and the merging of vortices with opposite senses of rotation. It
was suggested by Krothapalli et al. �14� that the presence of a
large centerline peak of fluctuating component u in the interaction
region may depend on the initial boundary layers at the nozzle lip
being laminar or turbulent. In the present results, only a mild peak
is identified at x /d=20 for high Re jets and at x /d=40 for low Re
jets. The absence of a large peak whose location is dependent on
Re �as discussed in the Refs. �8,14�� probably indicates that the
mechanism involved in the growth of the shear layer is different
for the slit jet under consideration. For the same reason, while a
contoured plane jet is able to attain an asymptotic value of turbu-
lence intensity at x /d=40 �5�, for a slit jet, the position is consid-
erably shifted to a larger value of x /d. Beyond x /d=100, turbu-
lence intensity attains an asymptotic value of about 23%, in close
agreement with the result obtained by Bradbury �5�.

At a higher Reynolds number, the structure of the flow develops

faster and turbulence intensity values become almost Re indepen-
dent at moderate axial distances from the jet exit plane. The dif-
ferences in turbulence intensity evolution for low Re and high Re
jets, especially in the far field, can be attributed to the fact that the
low Re jet spreading is dominated by the growth of shear layer
instabilities, whereas high Re jets are also influenced by turbu-
lence development. A lower value of turbulence intensity and pre-
vailing laminar nature for low Re jets in the near field also suggest
that the underlying large structures are more coherent and orga-
nized in these regions. These coherent structures grow toward the
far region due to intermittent engulfment of low velocity ambient
fluid. In turn, higher fluctuation amplitudes and lower mean ve-
locities occur, resulting in large turbulence intensities in the far
field. As mentioned earlier, it is more appropriate to attribute such
velocity fluctuations to shear layer instabilities rather than to the
growth of turbulence. At a higher Reynolds number, turbulent
shear layers develop in the near region �x /d�20� itself. After the
merger of the shear layers, when jet development is complete,
turbulence intensity attains an asymptotic value on the centerline.

The turbulence intensities in other directions �v /Uc and w /Uc�
are plotted for two Reynolds numbers �Figs. 4�b� and 4�c��. It is
evident that the magnitudes of the above two components are
almost equal throughout the axial length. In the near region, their
magnitudes are lower than u /Uc. However, for x /d
100, all the
three components of turbulence intensities are equal, indicating
the occurrence of isotropic turbulence. The probability distribu-
tion function plots, discussed later in Figs. 9�b� and 9�c�, exhibit
Gaussian profiles beyond x /d=80, further corroborating the at-
tainment of isotropic turbulence. This is contrary to the contoured
jet results obtained by Gutmark and Wygnanski �4� in which jet
turbulence had not become isotropic until about x /d=120.

3.2 Evolution of Spectral Components and Strouhal
Number. The evolution of different spectral components and the
variations of Strouhal number based on the frequency of the spec-
tral component with peak amplitude along the centerline and in
the shear layer are presented in Figs. 5–8. At a low Re of 550 �Fig.
5�, only certain isolated peaks are present in the spectrum, indi-
cating the truly laminar nature of the flow and the presence of
coherent vortical structures due to jet instability. With increase in
axial distance, subharmonics appear at x /d=5, which grow in
amplitude at larger distances �x /d=10�. The changes in the spec-

Fig. 4 „a… Axial evolution of turbulence intensity „u /Uc…. „b… Axial evolution of fluctuating
velocity components for Re=2000. „c… Axial evolution of fluctuating velocity components for
Re=6250.

Journal of Fluids Engineering OCTOBER 2007, Vol. 129 / 1291

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tra toward lower frequency isolated peaks with higher amplitudes
imply that the jet oscillations �due to shear layer instability� grow
with distance because of entrainment of ambient fluid. At larger
distances, a broader spectrum develops due to eddy coalescence
and bifurcation phenomena. Large eddies appear to dominate even
at an axial distance of x /d=20. At Re of 1100 �Fig. 6�, isolated
spectral components in the range of 0.8 kHz are observed in the
near field �x /d=2�. For larger axial distances, these components
get amplified and other isolated spectral components also appear,
primarily at lower frequencies. This trend can be attributed to the
growth of vortex structures, which are initiated within the shear
layer, in the near field region. Coalescence of small vortices into
larger ones �vortex pairing� and growth due to entrainment of
ambient fluid may result in the occurrence of low frequency,
larger amplitude fluctuations. At still larger axial distances, while
the peak amplitude shifts toward lower frequencies, the spectrum
becomes broadbanded. These features for Re=1100 indicate the
evolution of a turbulent flow field in the far region from an ini-
tially laminar jet flow near the nozzle with narrow band fluctua-
tions arising from shear layer instabilities. At higher Reynolds
number �Re=6250�, broadband fluctuations are observed in the
vicinity of the nozzle itself, although a few isolated frequency
components are also superimposed on the broadband spectrum

�Fig. 7�. At higher axial distances, the frequency of peak ampli-
tude shifts toward lower values, even though the overall growth in
amplitudes and the broadening of the spectra are evident. Thus,
for Re=6250, it can be inferred that the incipience of turbulence
occurs in the near field itself.

It is possible to define a Strouhal number for the jet flow as

St =
fpd

U
�2�

where fp is the frequency having the maximum amplitude in the
power spectrum. Variations of St with axial distance are plotted in
Fig. 8 for Re=1100 and Re=6250. Strouhal number has been
calculated based on the frequency of dominant spectral compo-
nent monitored along the jet centerline and also at the location
where the mean velocity becomes half of the centerline velocity.
These have been termed as “Strouhal number at centerline �StCL�”
and “Strouhal number in shear layer �StSL�,” respectively. It is
clear that the centerline Strouhal number �StCL� is higher than the
shear layer Strouhal number �StSL� near the nozzle, and beyond
some axial distance, both become nearly equal. However, for the
higher Re �Fig. 8�b�� situation, an earlier convergence of the two
Strouhal number values is seen at x /d=20. At lower Re of 1100,
the convergence occurs at a spatial location beyond x /d=60, in-
dicating that shear layer development is delayed in such a case. It
is to be noted that for a jet issuing from a long channel �1�, the
convergence distance was observed to be x /d=40 for Re=6250,
as compared to the value of x /d=20 observed in the present study.
Moreover, Re dependence for the convergence distance was also
noticed by Thomas and Goldschmidt �1�. The values of Strouhal
number obtained in the present work are comparable with those
reported in the literature �Gutmark and Ho �15��. The convergence
of the two Strouhal numbers for the centerline and the shear layer
in the far region shows the nonexistence of two separate preferred
modes of instability for a slit jet, namely, the jet column mode and
the shear column mode. In general, the slit jet studied here be-
haves quite differently from the conventional contoured or chan-
nel jet as far as the St variation is concerned, which is important
from the point of view of passive or active control of such jets.

3.3 Probability Distribution Function of Longitudinal
Fluctuations. As discussed by Townsend �16�, the PDFs of ve-
locity fluctuations are Gaussian for homogeneous isotropic turbu-
lent flows. Estimates of the axial variations of the third and fourth
moments of fluctuating velocity �skewness and kurtosis, respec-
tively� for different Reynolds numbers show that there are signifi-

Fig. 5 Spectral variation of velocity fluctuations along the axis
for Re=550

Fig. 6 Spectral variation of velocity fluctuations along the axis
for Re=1100

Fig. 7 Spectral variation of velocity fluctuations along the axis
for Re=6250
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cant deviations from the Gaussian values of 0 and 3 for these
quantities. Only in the far field, when jet evolution is almost com-
plete, asymptotic approach to isotropic turbulence and the corre-
sponding occurrence of a Gaussian probability distribution func-
tion are expected.

The probability density estimate p is the vector of density val-
ues evaluated at any spatial point xi. The estimate is based on a
normal Kernel function using a window parameter of “width” w
that is a function of the number of points in w. The density is

evaluated at 100 equally spaced points covering the range of the
data in w. The turbulent velocity fluctuation is nondimensional-
ized by the respective rms velocities for calculating the PDFs.

Figures 9�a�–9�c� show the near and far field nature of PDFs. In
the near field i.e., at x /d=10, we can see that the PDFs are not
self-similar and Gaussian. At far regions �x /d=80�, all the curves
approach the Gaussian distribution but still deviate slightly from
each other. Further away at x /d=140, low Re PDFs �Fig. 9�c��

Fig. 8 Variation of St along the centerline and shear layer for Re=1100 and Re=6250

Fig. 9 „a… Reynolds number dependence of PDF in the near field „x /d=10…. „b… Reynolds
number dependence of PDF in the far field „x /d=80…. „c… Reynolds number dependence of PDF
in the very far field „x /d=140….
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deviate significantly from the Gaussian distribution; especially,
the PDF of Re=550 becomes highly skewed due to the large
intermittency and jet oscillations. This corroborates the idea that
the jet is basically governed by coherent structure formation in the
shear layer associated with the entrainment process and also phe-
nomena such as axis switching. In the far field �x /d
80�, full
grown isotropic turbulent flow features are observed, except at
very low Reynolds numbers. At such locations, the turbulent fluc-
tuations achieve self-similarity, and they essentially become Re
independent at high values of Re. However, from the mean veloc-
ity square decay �Fig. 3�b��, it is evident that in the far region of a
slit jet, the mean flow field in the moderate Reynolds number
regime of 250�Re�6250 still retains a memory of the nozzle
exit conditions, though turbulent quantities have become Re inde-
pendent. This trend is consistent with the observation of George
�17�.

3.4 Wave Number Spectra of Velocity Fluctuations. Bashir
�18� reported a weak dependence of velocity spectra on the axial
distance. However, Namer and Otugen �8� did not find any effect
even at the near field location of x /d=20 and observed that the
nondimensionalized wave number spectra collapse to a single
curve for a contoured nozzle jet. Reynolds number dependence of
the spectrum has been studied by Bashir and Uberoi �19� who
carried out turbulence measurements in the Reynolds number
range of 7000–18,000. Their results also indicate that normalized
spectra are Reynolds number independent. In the present work,
the power spectra of velocity fluctuations for a slit jet are esti-
mated from raw data using MATLAB software, and variations with
respect to jet Reynolds number and axial distance are studied.

The power spectra of velocity fluctuations in the wave number
space, Eu�k�, are normalized with rms velocity and nozzle width.
The wave number is defined as

k =
2�f

U
�3�

where f is the frequency and U is the mean velocity at a particular
location. The wave number spectra at different axial distances are
plotted in Fig. 10 for Re=6250. A considerable region in the in-
ertial subrange with slope close to the value of −5/3 is seen in the
plots. It is clear that the length of the dissipation region is increas-
ing with axial distance. So, the idea that larger distances support
broader spectra is clear from this figure. Beyond x /d=80, varia-
tion in the spectrum with axial distance is minimal and limited to
only the high wave number region of the normalized spectral dis-
tribution. At x /d=10, a drift is observed in the normalized spec-

trum. This can be attributed to the development of large vortical
structures in the region due to the shear layer interactions. The
minimum wave number decreases with a decrease in axial dis-
tance, showing that energy containing larger eddies are present in
the near region. Figure 11 indicates that eddies of similar relative
size contain the same fraction of turbulent kinetic energy in the
developed region. A broadening of the spectra is also observed
with an increase of Re.

It is clear that the curve for Re=550 in Fig. 11 fails to collapse
with the higher Re data in the far region at x /d=80. This shows
that the low Re jet never attains full grown turbulent flow condi-
tions even in the far region. As discussed earlier, this trend can be
attributed to the occurrence of shear layer instability modes and
axis switching.

3.5 Length Scales. The value of the integral length scale L
can be calculated from the autocorrelation coefficient function

�u�t� =
u�t�u�t + ��

u2
�4�

where u�t� is the measured time history record of longitudinal-
velocity fluctuation and � is a variable time delay. An integral time
scale T1 can be defined as

T1 =�
0



�u�t�dt �5�

Using Taylor’s hypothesis, the value of L may be estimated from

L = UT1 �6�
The variation of integral length scale with axial distance is plotted
for Re=550 and Re=6250 in Fig. 12. The figure shows that the
integral length scale increases with axial distance, which, in turn,
ensures better mixing in the far field region. At around x /d=60, a
sudden increase of length scale is noticed. This region corre-
sponds to the attainment of the asymptotic turbulence intensity
and isotropic turbulence. The trends observed here are different
from the near-linear increase seen by Namer and Otugen �8�.
Since the aspect ratio of the slit jet considered here is less from
that employed by Namer and Otugen �8� for their contoured
nozzles, it is possible that transition to an axisymmetric jet profile
occurs prior to the attainment of complete self-similarity. The in-
tegral length scales �i.e., the average size of energy containing
large eddies� depend on the Reynolds number at any axial dis-
tance. Although small scale mixing will be more or less the same
irrespective of Re, the sizes of inertial subrange eddies decrease

Fig. 10 Variation of wave number spectrum along the axis for
Re=6250

Fig. 11 Reynolds number dependence of wave number spec-
trum at x /d=80
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with Reynolds number. In other words, larger vortical structures
are generated at lower Re values, as compared to those in the high
Re range.

3.6 Turbulent Dissipation and Half-Width Growth Rate.
The variations of dimensionless turbulent kinetic energy dissipa-
tion �d /Uc

3 at different axial positions and various Reynolds
numbers are plotted in Fig. 13. In the near region, the value of
�d /Uc

3 is observed to be high and nearly constant. The larger
value of dissipation at the jet inlet implies nearly laminar condi-
tions, and this is also the reason for the larger length of potential
core observed in the present study as compared to that of Namer
and Otugen �8�. Away from the nozzle exit, the dimensionless
turbulence dissipation rate decreases at higher Re; correspond-
ingly, the value of small scale turbulence production of �1/2��u2

+v2+w2� is expected to increase due to the decay of large eddies.
The dissipation decreases with the increase of distance. This also
illustrates the fact that smaller structures dominate in the far field,
which are responsible for lower mixing. The far region flow field
at high Re obeys the well known trend of ���x /d�−3/2.

The half-width �Bu� growth in x-y plane is plotted against the

axial distance for various Reynolds numbers in Fig. 14. The
growth rate is nearly linear up to a distance of x /d=80, and be-
yond this distance, nonlinearity appears, especially at low Rey-
nolds numbers. As discussed earlier, three-dimensional phenom-
ena such as axis switching and approach to axisymmetric profile
may be responsible for such a nonlinear growth.

The half-width growth rate �also called spread rate� can be rep-
resented in the form

Bu

d
= K2� x

d
− C2� �7�

where K2 is the slope of spread rate and C2 is the virtual origin.
For low subsonic jets like the one in the present case, K2 is ex-
pected to be constant for a given Reynolds number and indepen-
dent of upstream conditions �20�. The variations of K2 and C2 are
shown in Table 1 below.

At Re=6250, the slope K2 and virtual origin C2 are 0.07 and
2.81, with maximum uncertainty in the estimates being 8.75% and
10%, respectively, based on the methods suggested by Taylor �21�
for least squares fit. The value of K2 in the present work is lower
by 30% from that of Ref. �8� at Re of 6250, showing a different
spread rate for the slit jet used here. From the figure, it is also
clear that for Re�1100, the spread is faster in line with the trends
observed in Figs. 3, 4, and 13. The results presented above indi-
cate that the turbulence level and spread rate depend on jet Rey-
nolds number in the moderate Reynolds number regime. The large
spread in the far field for the low Re cases may be attributed to the
formation of large vortices in the shear layer due to convective

Fig. 12 Variation of integral length scale along the axis

Fig. 13 Reynolds number effect on turbulent dissipation �

Fig. 14 Effect of Reynolds number on jet half-width variation.
Note: N&O represents Ref. †8‡.

Table 1 Variations of virtual origin and slope of spread rate
with Reynolds number

Re K2 C2

250 0.17 8.8
550 0.16 10
1100 0.14 5.71
2000 0.08 2.5
4000 0.074 4.05
6250 0.07 2.81
Namer and Otugen �8�
�Re=1000� 0.179 6
Re=6000 0.1 0.6
Thomas and Goldschmidt �1� 0.1 −3.2
�Re=6000�
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instability, which result in greater level of mixing and eventually
faster jet spreading, as observed in the flow visualization experi-
ments of Hussain and Hussain �22�. In brief, the slit jet spread
rates are considerably lower than those of contoured jet, as is
clearly evident from the comparisons of mean velocity decay and
half-width spread rates.

4 Conclusions
A jet issuing from a rectangular slit has been studied experi-

mentally in the transition regime of Reynolds number, 250–6250.
As compared with contoured nozzle jets, the spread rate of a slit
jet is significantly lower. Based on the axial evolution of turbu-
lence intensities, normalized spectral quantities, and PDFs, it is
concluded that the two-dimensional slot jet becomes self-
preserving at about 80 slot widths downstream of nozzle exit. At
low Reynolds number, the development of turbulent structure into
a self-preserving state is slow because of the effects due to shear
layer instabilities and 3D phenomena such as transition from
plane jet to a circular jet. Experiments reveal that the Reynolds
number substantially affects many of the flow characteristics such
as mixing, spread rate, and centerline decay during transition. An-
other feature brought out in the present study is the attainment of
Reynolds number independence of turbulent quantities in the far
region for Re
1100. The corresponding mean flow field, how-
ever, retains memory of the jet initial profile for the whole range
of Reynolds number �250�Re�6250� considered here. The
practical significance of the findings may be concluded as follows.
Due to slower near field mixing, this type of jet is suitable for air
curtains and for pollutant dispersion into aquatic bodies or atmo-
sphere where near field mixing is undesirable. In summary, from
the mean and spectral properties of the simple slit jet flow studied
here, it is possible to understand the nature of transition and iden-
tify conditions suitable for operation in engineering applications.

Nomenclature
Bu � half-width of the jet

Eu�k� � spectral energy
d � height of the nozzle
f � frequency of fluctuations

fp � frequency of component with peak amplitude
value

k � wave number �=2�f /U�
L � integral length scale

PDF � probability density function
PSD � power spectral density

Re � Reynolds number �=�Ud /��
TI � turbulence intensity
St � Strouhal number �=fd /U�

StCL � Strouhal number along the centerline
StSL � Strouhal number along the shear layer

Uc � centerline velocity
U0 � jet exit velocity

u � fluctuation velocity in the x direction

v � fluctuation velocity in the y direction
w � fluctuation velocity in the z direction
x � axial coordinate
y � transverse coordinate �along a height of 2 mm�

Greek Symbols
� � displacement thickness
	 � momentum thickness
� � lag time in autocorrelation
� � standard deviation of the quantity
� � turbulent dissipation
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Numerical Simulation of Vortex
Shedding and Lock-in
Characteristics for a Thin
Cambered Blade
In this paper, vortex-shedding patterns and lock-in characteristics that vortex-shedding
frequency synchronizes with the natural frequency of a thin cambered blade were numeri-
cally investigated. The numerical simulation was based on solving the vorticity-stream
function equations with the fourth-order Runge–Kutta scheme in time and the
Chakravaythy–Oscher total variation diminishing (TVD) scheme was used to discretize
the convective term. The vortex-shedding patterns for different blade attack angles were
simulated. In order to confirm whether the vortex shedding would induce blade self-
oscillation, numerical simulation was also carried out for blade in a forced oscillation.
By changing the pitching frequency and amplitude, the occurrence of lock-in at certain
attack angles was determined. Inside the lock-in zone, phase differences between the
blade’s pitching displacement and the torque acting on the blade were used to infer the
probability of the blade self-oscillation. �DOI: 10.1115/1.2776964�

Keywords: vortex shedding, forced oscillation, lock-in, self-oscillation, thin cambered
blade

Introduction
Sources of fluid-induced vibration and noise in turbomachinery

include rotor-stator interaction, vortex shedding, cavitation, inlet
distortion, flow separation, rotating stall, and so on. Among these
sources, vortex shedding from runner blades, when attack angle of
the blades is near their stall angle, is considered to be an important
excitation source for the pressure fluctuations and vibrations in
turbomachines. To remove blade resonance excited by the vortex
shedding, the so-called lock-in zone, in which the vortex-shedding
frequency synchronizes with the blade natural frequency, should
be avoided when the incidence angle of the blade is changed
during the operation of the machines. However, it is not easy to
determine the lock-in zone of a blade at different attack angles.

One of the objectives of the present paper is to investigate
lock-in characteristics for a thin cambered blade, which has a
similar cross section shape as the blades used in an axial pump
installed in a large-capacity drainage pump station. The pump was
operated at a constant rotational speed, and the flow discharged
through the runner was adjusted by changing the attack angle of
the blades. Large pressure fluctuations were observed in the suc-
tion water tunnels when the pump was operated at some attack
angles of the blade without a rated head �1�. Pressure fluctuations
in the tunnels, lateral and torsional vibrations of the shaft, vibra-
tions of bearing housing, vibrations of ground, as well as pressure
fluctuations of oil in the hydraulic control system were measured
simultaneously. The relations among these vibrations and the de-
pendence of these vibrations on the attack angles of the blade and
rotational speed were investigated. Detailed measurements sug-
gested that the excitation source was the vortex shedding from the
blade.

In order to investigate the correlations of large pressure fluctua-
tions in the water tunnels of the pump station with the vortex
shedding from the blade, model experiments have been carried out

�2,3�. Undoubtedly, the impeller of the axial pump has a three-
dimensional stacking of blade geometry; for simplicity the three-
dimensional effects were neglected and a two-dimensional blade
cross section at midspan of the impeller was used to generate the
unsteady vortex shedding and the vortex induced in the experi-
ments.

Most of the studies �4–12� on vortex lock-in have been re-
stricted to flow past bluff bodies with simple geometry, such as
cylinders and flat plates. Early research on vortex shedding from
forced-oscillating bluff cylinders showed that lock-in took place
when the cylinder was undergoing either in-line oscillations with
the incident flow or cross-flow oscillations �4,5�. Tokumaru and
Dimotakis �6� and Filler et al. �7� confirmed through experiments
that lock-in could also be induced when the cylinder was sub-
jected to rotational oscillations near the natural shedding fre-
quency through experimental observations. Recently, numerical
studies of Mahfouz and Badr �8�, Cheng et al. �9�, and Choi et al.
�10� also explored many details of the vortex lock-in phenomena
of a rotational and oscillating cylinder. Chen and Fang �11,12�
investigated experimentally and numerically the lock-in of vortex
shedding induced by rotational oscillations of a flat plate, which
was normal to a uniform stream.

Although the flow field near foils undergoing pitching motion
has been extensively investigated because of its historical impor-
tance not only in rotorcraft applications but also in turbomachin-
ery �13–16�, there are only few reported studies of lock-in phe-
nomena for flow around an oscillating foil. Flow field around foils
at large angles of attack is usually characterized by massive flow
separation, reattachment, and unsteadiness. Periodic vortex shed-
ding results in a considerable fluctuating load on the blade. When
the blade is periodically oscillated by external forcing, the shed-
ding frequency can be modified from its natural shedding fre-
quency to the forcing frequency. The lock-in of vortex shedding
may also be changed to the forcing frequency.

In the present study, vortex-shedding patterns and lock-in char-
acteristics of the blade tested in the experiments �2,3� were nu-
merically investigated. The numerical simulations were based on
solving the vorticity-stream function equations using a finite dif-
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ference method. The Chakravaythy–Oscher TVD scheme was
used to discretize the convective term in the vorticity-transport
equation. The stream function equation was solved with the
Tschebyscheff successive linear overrelaxation �SLOR� method in
alternative computational directions. The unsteady flows for dif-
ferent attack angles were first calculated. Then, the lock-in char-
acteristics for vortex shedding corresponding to some attack
angles were investigated by forcing the blade to oscillate. Inside
the lock-in zone, the phase differences between the blade’s oscil-
lation displacements and the torques acting on the blade were
evaluated, and the probability of the blade self-oscillation was
inferred from the phase differences. The present investigation can
help us to understand the mechanism of self-excited vibration of
the conventional blade, and the results may be useful for practical
application.

Equations and Solutions

Governing Equations. Consider an external incompressible
two-dimensional flow in arbitrary motion. The governing equa-
tions in a vorticity-stream function ��-�� formulation are written
for a moving system,

�

�t
�� + 2�� + � · �u�� = ��2� �1�

�2� = − � �2�

where u= �u ,�� denoting the velocity components in the �x ,y�
directions in a moving system, � is the angular velocity, and � is
the kinematic viscosity. The vorticity � and the stream function �
are defined as

� =
��

�x
−

�u

�y
�3�

u =
��

�y
� = −

��

�x
�4�

A transformation from the Cartesian coordinates �x ,y� to a
boundary-fitted curvilinear coordinates �� ,�� is carried out by in-
troducing the general transformation �=��x ,y� and �=��x ,y�.
Equations �1� and �2� in the general curvilinear coordinates �� ,��
are

�

�t
�J�� + 2��� + � · �uc�� = ��2� �5�

�2� = − J� �6�

where J is the Jacobian transformation and uc= �JU ,JV� denotes
the contravariant velocity components in the �� ,�� directions.

Computational Domain and Boundary Conditions. Figure 1
shows the thin cambered blade investigated also in the experi-
ments shown in Refs. �2,3�. The blade was supported by trans-
verse wires at 40% chord. Although the experiments were carried
out at Reynolds numbers, defined as Re=U�c /�, from 1.0	105

to 2.2	105, all the calculations were made at the smallest Rey-
nolds number. Here, U� denotes the freestream velocity and c
denotes the chord length of the blade.

In order to confirm whether the blade vortex shedding would
induce its self-oscillation, simulations were carried out for the
blade under a forced sinusoidal oscillation about the axis �x0 ,y0�
= �0.40,0.038� with an attack angle given as


 = 
̄ + �
 sin�2�ft� �7�

where 
̄ is the mean attack angle, �
 is the amplitude, and f is the
frequency of the forced oscillation, which is expressed as an os-
cillating Strouhal number St= fc /U�.

In the calculation, the blade is embedded in a moving O grid, as
shown in Fig. 2. A grid resolution study using grid densities I
	J=180	220 and I	J=225	275 �I and J denote the circum-
ferential and radial directions, respectively� showed that two grids
produced nearly the same results for the forces acting on the blade
and streamline contours around the blade for 
=−8.3
+5 sin�2�t�; therefore the coarser grid was used for all calcula-
tions. Numerical tests of the effects of the nondimensional time
step �T=�tU� /c used were done using values of 2.5	10−4,
5.0	10−4, and 1.0	10−3. It was found that the time steps of
2.5	10−4 and 5.0	10−4 were identical, and thus the latter value
was used for all computations.

The relation between the variables in the inertial frame of ref-
erence and the moving system is as follows:

�* = � −
�

2
��x − x0�2 + �y − y0�2� �* = � + 2 � �8�

u* = u − ��y − y0� �* = � + ��x − x0� �9�

where asterisk � *� denotes variables in the inertial frame of refer-
ence. In the far field, we have �u*��=1, ��*��=0, ��*��=y*−y0

*,
and ��*��=0, where ��*��=0 when y*=y0

*. At the outflow bound-
ary, the vorticity is assumed to be convected out of the computa-
tional domain by the freestream velocity.

On the blade surface , the no-flux condition for the velocity is
applied, resulting in ���=0. The boundary condition for the vor-
ticity ��� is determined as

��� = � �2�

�n2�


�10�

which is subjected to the condition ��� /�n�=0, where n is the
direction perpendicular to the surface. In the calculation, the so-
called Wikes formula �17� was used to determine the vorticity on
the body surface.

Numerical Method. Equations �5� and �6� are solved using the
fourth-order Runge–Kutta scheme as follows:

�1
* − �*�n�

�t/2
=

1

J
�−

�

��
�JUn�*�n�� −

�

��
�JVn�*�n�� + ��2�*�n��

�2�1 = − J�1 �11�

Fig. 1 The tested thin cambered blade with maximum camber
y /c=0.038 at x /c=0.40 and blade thickness t /c=0.036 at x /c
=0.27

Fig. 2 O grid around the blade
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�2
* − �*�n�

�t/2
=

1

J
�−

�

��
�JU1�1

*� −
�

��
�JV1�1

*� + ��2�1
*�

�2�2 = − J�2 �12�

�3
* − �*�n�

�t
=

1

J
�−

�

��
�JU2�2

*� −
�

��
�JV2�2

*� + ��2�2
*�

�2�3 = − J�3 �13�

�4
* = �t

1

J
�−

�

��
�JU3�3

*� −
�

��
�JV3�3

*� + ��2�3
*�

�*�n+1� = �− �*�n� + �1
* + 2�2

* + �3
*�/3 + �4

*/6

�2�n+1 = − J�n+1 �14�

where the variables with subscripts 1, 2, 3, and 4 denote the vari-
ables at the first, second, third, and fourth computational stages
from time t to t+�t, and the variables with superscripts n and n
+1 denote the variables at time t and t+�t, respectively.

At every stage, the convective term in the vorticity-transport
equation is discrectized with the third-order Chakravaythy–Oscher
TVD scheme, and the diffusive term with the second-order central
difference scheme. The stream function equation is solved with
the Tschebyscheff SLOR method in two alternative computational
directions. According to Eqs. �11�–�14�, the vorticity-transport
equation acts as the predictor and the stream function equation as
the corrector. Although Eqs. �5� and �6� are solved independently,
they are coupled on the surface of the blade. There is no explicit

boundary condition for the vorticity; this condition is established
by employing Eq. �10� on the surface of the blade and enforcing
��� /�n�=0 on the surface.

Calculation of Forces. On the surface of the blade, the follow-
ing equation applied in the moving system must be satisfied:

�p

�s
= − �

��

�n
+

�

2

�

�s
��x − x0�2 + �y − y0�2�

+ �̇��y − y0�
�x

�s
− �x − x0�

�y

�s
� �15�

where p is the pressure on the surface of the blade, s is the tan-

gential direction of the surface, and �̇ is the angular acceleration.
The entire pressure distribution on the surface of the blade can be
calculated by integrating of Eq. �15� with an assumed reference
pressure.

The friction force exerted on the blade can be calculated as

� = − �n 	 � �16�

where � is the shear stress, � is the dynamical viscosity, and �
= �0,0 ,��. The drag force D, lift force L, and torque M acting on
the blade are obtained from the following formulations:

D =	


�− pn · i + � · i�ds �17�

L =	


�− pn · j + � · j�ds �18�

M =	


��− pn · j + � · j�r · i − �− pn · i + � · i�r · j�ds �19�

where i and j denote the unit vectors along the coordinate x and y,
respectively. r is the distance vector and s is the surface arc
length.

The nondimensional drag force Cd, lift force Cl, and torque Cm
are calculated as

Cd = D
�1

2
�U�

2 c� �20�

Cl = L
�1

2
�U�

2 c� �21�

Fig. 3 Comparison of streamline for Re=3000 at T=5.0: „a…
present method, grid density 120Ã150, �T=0.005; „b… present
method, grid density 180Ã220, �T=0.0025; and „c… flow visual-
ization by Bouard and Coutanceau †18‡

Fig. 4 Comparison of drag coefficient: Re=3000
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Cm = M
�1

2
�U�

2 c2� �22�

where � is the density of the fluid.

Numerical Tests of the Present Method. We use the case of
flow past a circular cylinder at a Reynolds number of Re
=2U�R /�=3000 to demonstrate the computational accuracy and
the influence of grid density and time step size. For the coarser
grid, we use a 120	150 grid in �r ,�� directions and the size of
the first grid cell at the cylinder surface is �r1=0.005. The non-
dimensional time step adopted for the calculation is �T
=�tU� /R=0.005. For the finer grid, a 180	220 grid is used; �r1
and �T are set to 0.0025 and 0.0025, respectively. A comparison
of the streamline patterns at nondimensional T=5 was made in
Fig. 3 between the present results and the flow visualization re-
sults of Bouard and Coutanceau �18�. The calculated streamline
patterns agree well with the flow visualization for both grid

systems.
In Fig. 4, the drag coefficients calculated from two different

grids are given. As discussed by Koumoutsakos and Leonard �19�
at Re=3000, a series of separation phenomena appear on the cir-
cular cylinder surface, which poses a challenge for numerical
method to capture all the flow structures. The interplay between
the main vorticity and the secondary vorticity is reflected in the
development of drag force as a drag plateau appears between t
=2.2 and t=3.0. It can be seen that this phenomenon has been
captured by the present method. Figure 4 also shows that the finer

Fig. 5 Time variation in lift and drag coefficients: Re=3000

Fig. 6 Vortex patterns at f / fs=1.0 and Am=2.0 in a cycle T: „a…
T /4, „b… T /2, „c… 3T /4, and „d… T

Fig. 7 Lift and drag coefficients at f / fs=1.0 and Am=2.0

Fig. 8 Time variations for lift force and torque: „a… �=
−8.3 deg and „b… �=13.7 deg
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grid with �t=0.0025 gives a better agreement with the results
from Koumoutsakos and Leonard �19� and Qian and Vezza �20�.
The following results in this section are given using the finer grid.

The time histories of the drag and lift coefficients for a longer

time period are given in Fig. 5. In the present study, no artificial
perturbation was applied to the flow to initiate the alternate vortex
shedding; rather, it is generated by the numerical diffusion during
the calculation. After an extended time interval, i.e., T�90, the
vortex-shedding process finally settles down, forming a steady
vortex-shedding pattern in its wake. From Fig. 5, it can be calcu-
lated that the average Cd value after T�90 is about 1.34, and the
Strouhal number St determined from the lift coefficient plot is
about 0.22.

Using the present method, we have also investigated the un-
steady flow past the cylinder undergoing rotational oscillation,
i.e., �R /U�=2.0 sin�0.22�t� at Re=3000, which means that the
rotating amplitude defined based on the maximum circumferential
velocity of the cylinder surface is Am=�R /U�=2.0 and the oscil-
lating frequency f =0.11 or f / fs=1, where fs is a vortex-shedding
frequency for flow past the stationary cylinder. Figure 6 shows the
vorticity contours in an oscillating cycle of T=9.02. The vortex
patterns shown in Fig. 6 indicate that two vortices of the same
sign are shed in a half-cycle from the same side of the cylinder.
The first vortex is induced by the opposite-sign vortex, i.e., the
most recently generated one from the other side of the cylinder.
Figure 7 shows the variation of the force coefficients. The lift
coefficients vary at the vortex-shedding frequency, and the drag
coefficients oscillate at twice the shedding frequency. Figure 7
also indicates that the value of the time-averaged drag �Cd

=1.70� and the fluctuation amplitude of the lift coefficient are

Fig. 9 Instantaneous flow patterns for �=−8.3 deg: „a… calcu-
lated streamline at T=14.40; „b… flow visualization †3‡

Fig. 10 Calculated streamline contours in a cycle: �
=−8.3 deg

Fig. 11 Calculated streamline contours in a cycle: �
=13.7 deg
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larger than these for stationary cylinder, which are qualitatively
similar to the experimental results in Refs. �6,7� and calculated
results in Ref. �9�.

Results and Discussions

Flow Characteristics of the Static Blade. Figure 8 shows the
time histories for nondimensional lift force Cl and torque Cm act-
ing on the blade for the attack angles 
=−8.3 deg and 

=13.7 deg. For 
=−8.3 deg, the mean values of nondimensional

lift force and torque are C̄l=−0.44 and C̄m=0.12, respectively. The
periodicity of the periodic vortex shedding is fs=1.55, which is
calculated based on the torque Cm shown in Fig. 8 using fast
Fourier transtorm �FFT� analysis, and the Strouhal number is Sts
= fsc /U�=0.645. For 
=13.7 deg, the corresponding values are

C̄l=1.23, C̄m=−0.12, and Sts=0.71, respectively.
For the attack angle 
=−8.3 deg, the leading-edge vortex is

formed on the downside surface of the blade, and the separated
vortex reattaches to the blade; therefore, a long vortex bubble is
formed, as shown in Fig. 9. In Fig. 9, an instantaneous flow pat-
tern taken by the twinkle-laser-light sheet �3� at Re=1.0	105 is
also given. According to Fig. 9, the calculated streamline pattern
agrees with the visualization. The experiments in Refs. �2,3� used
two methods, i.e., a twinkling-laser-light sheet and a high-speed-
camera �HSV-1000� photography, to view the flow patterns. The
occurrence of the long separation bubbles was mainly observed

and recorded in order to estimate the frequency of vortex shed-
ding. Figure 10 shows that as the size and strength of the sepa-
rated vortex bubble increase, another vortex separates from the
bubble, moves to the trailing edge along the bottom surface, and
finally escapes from the blade. The formation and separation of
the surface vortices are periodical. Inside the vortex bubble, how-
ever, less vorticity can be found, and these vortex structures in-
duce the high-frequency vibrations in the lift and torque curves
shown in Fig. 8�a�.

For the attack angle 
=13.7 deg, as shown in Fig. 11, a sepa-
rated vortex is formed along the upper surface of the blade. The
appearance of additional vortical formations is manifested by the
structures observed above the upper surface of the blade. These
vortical structures constitute the manifestation of a Kelvin–
Helmholtz shear layer-type instability that can be found for flows
at Reynolds numbers from Re=1.0	105 to 2.2	105, which are
investigated in this paper.

The averaged nondimensional torques and the vortex-shedding
frequencies for different attack angles are shown in Fig. 12. The
measured results �2� for Reynolds number Re=2.2	105 are also
given in the two figures for comparisons. Although there are some
quantitative differences between the calculated and measured re-
sults, the predicted global characteristics of the vortex shedding
with the attack angles agree well with the measurements.

In this paper, we calculate flows based on the vorticity-stream

Fig. 12 Variation of averaged torque and vortex-shedding fre-
quency with attack angle �: „a… �=−8.3 deg and „b… �
=13.7 deg

Fig. 13 Calculated streamline contours in an oscillation cycle
for �̄=−8.3 deg, ��=5.0 deg: „a… St/Sts=0.92 and „b… St/Sts
=0.68
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function for laminar flows only and do not account for flow tur-
bulence. With the Reynolds numbers ranging from Re=1.0	105

to 2.2	105, flow transition from laminar to turbulent may occur
in combination with a large laminar separation bubble �LSB� in
the real world. Small disturbances existing in the laminar flow are
strongly amplified in the shear layer of the separated flow and
rapidly transitioned to turbulence, which, in turn, creates a large
momentum transport normal to the shear layer, forces the flow
reattaching to the surface quickly, and forms a short bubble. How-
ever, for convection-dominated flows at large Reynolds number, it
is important to resolve the mean advection accurately. In the
present investigation, the third-order Chakravaythy–Oscher TVD
scheme has been used to discretize the convective terms and the
fourth-order Runge-Kutta scheme has been used to advance time
in the vorticity-transport equation. According to Figs. 9 and 12,
global characteristics of the vortex shedding have been captured
well. It is expected that the scheme used in the present paper
provides a two-dimensional direct numerical simulation.

Lock-in Characteristics of the Blade. From Fig. 12, it can be
found that the averaged torque reaches its peaks when the attack
angles are −4.3 deg and 13.7 deg. Close to these two angles, the
fluctuations in the instantaneous torque also become significant. It
can be inferred that for this blade the stall angles are around these
two angles: 
=−4.3 deg and 13.7 deg. As shown by Guo et al.
�1�, and Okamoto et al. �21�, a prototype of this blade has been
used in a pump station. When the blade is operated at the attack
angles from 
=−4.0 deg to −7.0 deg, complex pressure fluctua-
tions and vibrations �1,21� occur in the pump system from the
blade tip. In simulating the flow over the oscillating blade, the
authors selected the mean attack angles around 
̄=−8.3 deg and

̄=−4.3 deg to match the experimental tests �2,3�.

Figure 13 shows the calculated streamline contours in an oscil-
lation cycle in the moving system for the mean attack angle 
̄=
−8.3 deg when the blade is forced to oscillate at an amplitude

�
=5 deg, and the frequencies St/Sts are 0.92 and 0.68. As men-
tioned before, the vortex-shedding frequency of the fixed blade
expressed as a Strouhal number Sts is 0.645 for the attack angle

̄=−8.3 deg.

The calculated unsteady flow patterns around the blade as well
as the oscillation displacement of the blade were used to deter-
mine the lock-in state. As shown in Fig. 13�a�, for St/Sts=0.92,
the vortex-shedding frequency fv is no longer equal to the vortex-
shedding frequency fs for the stationary blade. Vortices are shed at
the oscillation frequency f . This means that the oscillating blade
and the vortex shedding have the same characteristic frequency
�fv= f�. The lock-in or resonance has taken place. The occurrence
of the lock-in results in one dominant component in the torque
curves shown in Fig. 14�a�. The torque acting on the blade is in
phase with the blade oscillation.

At the Stroubal number of 0.68 shown in Fig. 13�b�, vortices
shed at a frequency fv that is approximately equal to the vortex-
shedding frequency fs of the static blade but different from the
forcing frequency f of the blade oscillation. In addition to the
strong vibration corresponding to the forced oscillation, periodic
fluctuations occur in the time history of the calculated torque co-
efficient shown in Fig. 14�b� for St/Sts=0.68. These periodic fluc-
tuation frequencies correspond to the vortex-shedding frequen-
cies. This means that the vortex-shedding frequency is different
from the forced oscillation frequency and the flow is not
synchronized.

The onset of vortex lock-in due to the external forced oscilla-
tion depends on the combination of the forced oscillation fre-
quency and amplitude. The results concerning the limits of lock-in
regime for the mean attack angles 
̄=−8.3 deg and 
̄=−4.3 deg
are shown in Fig. 15 based on the calculations for different forc-
ing frequencies and angular displacement amplitudes. The mea-
sured results �2,3� are also given in the figure. The forcing ampli-

Fig. 14 Time histories of the oscillation displacement �� sin„2�ft… and torque Cm on the blade
for �̄=−8.3 deg, ��=5.0 deg: „a… St/Sts=0.92 and „b… St/Sts=0.68
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tude for the onset of lock-in increases with an increase in the
difference between the forcing and natural shedding frequencies.

Possibility of Self-Oscillation. In the lock-in zone, the phase
difference between the nondimensional torque Cm and the blade’s
oscillation displacement was evaluated. The phase differences
were then used to infer the possibility of self-oscillation of the
blade. For example, as shown in Fig. 14, for the case 
̄=
−8.3 deg, �
=5.0 deg, and St/Sts=0.92, the phase shift � be-
tween the oscillating displacement and torque Cm is about
−32.86 deg. When −180 deg���0 deg, the energy calculated
from the oscillation angular velocity and torque is negative. This
implies that the energy is transferred from the oscillating blade to
the flow. On the other hand, for 0 deg���180 deg, the energy is
positive and the blade receives the energy from the flow. If the

blade is free to move, vortex shedding will induce self-oscillation.
Table 1 lists the phase differences between the blade’s oscilla-

tion displacements and the nondimensional torques inside the
lock-in zone at the two mean attack angles, i.e., 
̄=−8.3 deg and

̄=−4.3 deg. For the mean attack angle 
̄=−8.3 deg, as the oscil-
lation frequency approaches the vortex-shedding frequency for the
stationary blade, the phase difference � is −180 deg���0 deg,
and so the periodic vortex shedding will not induce the blade
oscillation. However, for 
̄=−4.3 deg, as the blade oscillates with
the frequency close to the frequency of the vortex shedding for the
fixed blade, the phase difference is 0 deg���180 deg, which
implies that the blade will receive energy from the flow. There-
fore, at the attack angle 
̄=−4.3 deg, the periodic vortex shedding
will induce the blade self-oscillation. This is consistent with the
inference from the laboratory experimental data �2� and the pro-
totype measurements �1,21�.

4 Conclusions
In the present investigation, the vortex shedding and lock-in

characteristics of a thin cambered blade were numerically inves-
tigated. The governing equations based on the vorticity-stream
function formulation were solved numerically in a general curvi-
linear coordinate for the determination of the unsteady flow char-
acteristics.

Vortex-shedding patterns change depending on the angles of
attack for the static blade. For 
=−8.3 deg, a long vortex bubble
forms along the bottom surface of the blade and a separated vor-
tex generates from the bubble, moves to downstream, and finally
escapes from the blade. This process is repetitive and results in
periodic forces acting on the blade. For 
=13.7 deg, flow separa-
tion occurs on the upper surface of the blade and a complex vortex
structure constitutes the manifestation of a Kelvin–Helmholtz
shear layer instability.

The boundaries of the blade lock-in at two mean attack angles

̄=−8.3 deg and −4.3 deg have been determined to be the fre-
quencies of oscillation around the vortex-shedding frequency. The
onset of vortex-shedding lock-in depends on the combination of
the forced oscillation frequency and amplitude. The phase differ-
ences between the blade’s oscillating displacement and the torque
acting on it were used to determine whether the vortex shedding
will induce blade self-oscillation at 
̄=−8.3 deg and −4.3 deg.
For the attack angle 
=−8.3 deg, the periodic vortex shedding
will not induce the oscillation even if the blade is free to vibrate.
However, for 
=−4.3 deg, periodic vortex shedding will induce
self-oscillation of the blade if it is free to move, which is consis-
tent with the inference from the measurements.

This paper presents the vortex-shedding patterns and lock-in
characteristics of a thin cambered blade used in an axial pump. As
shown by Huang et al. �22�, for conventional foils with a sharp
trailing edge, the Strouhal number of vortex shedding depends on
the angles of attack, Reynolds numbers, as well as the curvature at
the ends of the foils. As organized and periodic vortex shedding
occurs and the vortex shedding results in considerable fluctuating
load on the foil, the blade self-oscillation induced by the vortex
shedding may occur. The present investigation can provide some
useful information to the problem of coupled vortex shedding and
blade vibration in turbomachinery.

Table 1 Phase differences between the oscillating displacement and torque Cm

St/Sts

�
 �deg�

St/Sts

�
 �deg�

5 deg 3 deg 5 deg 3 deg
Phase difference � �deg� Phase difference � �deg�

0.92 −32.86 −35.25 0.95 32.46 58.07
1.0 −46.44 −41.79 1.0 25.21 49.02
1.02 −49.31 −44.53 1.05 19.52 42.34

Fig. 15 Lock-in boundaries for two different attack angles: „a…
�̄=−8.3 deg and „b… �̄=−4.3 deg
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Nomenclature
Am � rotationally oscillating amplitude of cylinder,

�R /U�

c � chord length
Cl � lift coefficient
Cd � drag coefficient
Cm � torque coefficient

f � frequency
�i , j� � unit vectors along the Cartesian coordinate

�x ,y�
J � Jocobian, �x�y −�x�y
n � unit normal vector on the boundary surface
p � pressure

Re � Reynolds number
R � radius of cylinder
r � position vector
s � unit tangential vector on the boundary surface

St � Strouhal number, fc /U�

t � time
T � nodimensional time, tU� /c

�u ,�� � velocity components in the Cartesian coordi-
nate �x ,y�

�U ,V� � contravariant velocity components in the curvi-
linear coordinate �� ,��


 � angle of attack
 � boundary surface

�
 � amplitude of rotational oscillation in the attack
angle

�t � time step size
� � viscosity coefficient of fluid
� � kinematic viscosity coefficient of fluid
� � density of fluid
� � viscous shear stress
� � stream function
� � phase difference
� � angular velocity

�̇ � angular acceleration
� � vorticity

Superscripts
n � time step number
− � mean value
* � variable in inertial frame of reference

Subscripts
1–4 � index of stages in the Runge–Kutta scheme

s � static cylinder or blade
v � vortex shedding
� � reference condition
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Flow Instability and Disk
Vibration of Shrouded Corotating
Disk System
This paper focuses on the interaction between the flow unsteadiness and disk vibration of
shrouded corotating disk system to identify the nature of the flow-induced vibration of
disks in the wide range of rotation speed below critical. Special attention is paid to the
role of the vortical flow structure on the disk vibration and vice versa. The water test rig
for optical measurement and the air test rig for hot-wire and vibration measurements are
employed, both being axisymmetric models of 3.5 in. hard disk drive. Before investigating
fluid-solid interaction, the velocity and vorticity fields between disks are examined by
employing a particle image velocimetry, in order to check the flow within our own
apparatus to have the same characteristics as those commonly accepted. In the course of
this preliminary experiment, it is found that “vortical structures” reported in the previous
papers based on the flow visualization are actually “vortices” in the sense that it exhibits
closed streamlines with concentrated vorticity at its center when seen from an observer
rotating with the structure itself. The measurements of out-of-plane displacement of the
disk employing different disk materials reveal that disk vibration begins to occur even in
low subcritical speed range, and amplitude of nonrepeatable run out (NRRO) can be
uniquely correlated by using the ratio between the rotating speed and the critical speed.
The power spectral densities of disk vibration showed that the disk vibrates as a free
vibration triggered by, but not forced by, the flow unsteadiness even in the high subcriti-
cal speed range. The disk vibration has negligible effect on the vortical flow structure
suggesting the soundness of the rigid disk assumption employed in the existing CFD.
However, RRO has significant influence on the flow unsteadiness even if the disks are
carefully manufactured and assembled. Since the RRO is unavoidable in the real disk
system, the flat disk assumption should be considered more carefully.
�DOI: 10.1115/1.2776958�

Keywords: flow instability, vortical structure, flow induced vibration, rotating disk, hard
disk drive

1 Introduction
A flow between corotating disks enclosed in a stationary cylin-

drical shroud becomes unstable when the Reynolds number ex-
ceeds a certain critical level. This is manifested as a transition
from a steady axisymmetric flow to an unsteady nonaxisymmetric
flow. The time-dependent pressure force due to this flow may be
one of the causes of disk vibration. Although fluid dynamic as-
pects of this problem have been reported by many investigators,
very little attention has been paid to its relation to the disk vibra-
tion. For the future development of rotating storage devices such
as magnetic or optical disk drives, a thorough study of flow-
induced vibration of a rotating disk is critical.

The geometry of an unobstructed disk system and the definition
of a coordinate system are shown in Fig. 1. Multiple disks with
outer radius R2 and thickness t are centrally clamped and closely
packed in a cylindrical container with disk-to-disk spacing H and
disk-to-shroud clearance a, and rotate at a constant angular veloc-
ity �. A ground-fixed coordinate system �r ,� ,z� is defined as
shown. The fluid between disks is forced to move as a solid body
by the viscous stress on the disk and hub surfaces. Lennemann �1�
has first found the unsteady asymmetric flow pattern. Later on,
Abrahamson et al. �2� reported based on the dye visualization that
this asymmetric pattern is caused by a “large-scale counter-
rotating axial vortices” in the outer region. However, they recog-

nized these structures in the flow visualization pictures and,
strictly speaking, no one has actually observed “vortices” in the
sense that the actual vortices must have closed streamlines with
concentrated vorticity at its center when seen from an observer
moving with the corresponding structure. For that, quantitative
information on velocity and vorticity fields should be provided.
Three-dimensional direct numerical simulations �3–7� and large
eddy simulation �LES� �8,9� showed the nodal structures qualita-
tively similar to those observed by dye visualization and con-
firmed that they are actually axial vortices with concentrated vor-
ticity.

In the experimental and numerical investigations cited above,
the interest was focused mainly on the aerodynamics and the disks
have been considered exclusively to be rigid and flat, and thus
effects of out-of-plane movement of the disk surface have been
completely ignored unless the disk speed approaches flutter speed
�10–12�. Since the recent development of hard disk drives �HDDs�
of high speed and high record density does not permit disk vibra-
tion of minute amplitude hitherto ignored in order to minimize the
positioning error, the interrelation between disk and fluid must be
examined more carefully even in the subcritical speed range.

As to the disk vibration, it has been reported that the disk vi-
bration amplitude decreases with decreasing ambient pressure
�13�. Fukaya et al. �14� performed measurements of disk vibration
and velocity fluctuations with varying Reynolds number under the
constant rotational speed and found that the disk vibration ampli-
tude increases concurrently with increasing velocity fluctuation.
They also postulated that the large-scale vortical structures on two
sides of a disk may exert time-dependent differential pressure on a
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disk and excite disk vibration. Imai et al. �15� reported that the
disk vibration is reduced by reducing the disk-shroud clearance.
The measurement of the shroud surface pressure suggests that the
reduction is caused by the decrease of the aerodynamic excitation
�16�. On the contrary, Eguchi and Kouno showed theoretically
that a clearance flow through a narrow shroud gap induced by the
disk vibration causes its viscous damping �17�. Although rota-
tional speeds in all cases cited above are much less than the criti-
cal speed of the disk, the results suggest the importance of the
relation between disk vibration and unsteadiness of the surround-
ing flow. According to D’Angelo and Mote �18�, the fluid-solid
interaction problem might be increasingly important as the disk
speed increases approaching the critical speed.

There might be several different types of interactions. When the
unsteady aerodynamic force is very large, the disk vibrates as a
forced vibration. This might be effective at supercritical or near
flutter speed and might not be the case in the present subcritical
range. When the amplitude of flow unsteadiness is small, the disk
vibrates as a free vibration composed of the eigenmodes only.
Inversely, the disk vibration may influence the flow unsteadiness
through the unsteady boundary condition on the surface. Also, a
statically deformed disk exerts similar unsteady boundary condi-
tion.

The purpose of the present investigation is to identify the nature
of the interaction between disk and surrounding fluid in the whole
subcritical speed range. Special attention is paid on the role of the
asymmetric vortical structure on disk vibration and vice versa.
First, flow visualization and velocity measurement are performed
employing a particle image velocimetry �PIV� to identify the
asymmetric vortical flow structure. Then, the unsteady character-
istics of the velocity field and its relation to the disk vibration are
investigated. Further, the effect of the disk out-of-plane movement
on the flow unsteadiness is investigated and the appropriateness of
the rigidity and flatness assumptions in numerical simulations of
flow between disks is examined. The range of flow parameter
covers the transition from steady axisymmetric to unsteady non-
axisymmetric, as shown in Fig. 1 of Ref. �14�. Upon changing the
disk material, the rotation speed covers the whole subcritical
range.

2 Preliminary Experiment to Identify Flow Structure
Before investigating the fluid-solid interactions, we check the

flow structure in our experimental apparatus. A 2.5 in. �R2
=32.5 mm� three-decker HDD has been reconstructed for the op-
tical measurements by replacing the acrylic shroud and glass disks
both being transparent and immersed in a water tank. The open
part of the original shroud is closed to render the outer boundary
axisymmetric. The disks are driven by a variable speed dc motor
placed outside the tank. The Reynolds number based on the disk
outer radius is 1.9�104�Re�7.6�104 and the aspect ratio
H /R2=0.058. For the flow visualization, a water solution of po-
tassium permanganate is introduced into the spacing between the

top and the second disks before starting rotation, and is illumi-
nated from above by halogen lamps. For PIV measurement, tracer
particles �Diaion, specific weight of 1.00, diameter of
75–150 �m� are dispersed uniformly in the working fluid and
illuminated by a 1-mm-thick laser light sheet emitted from a
300 mW Ar-ion laser source, and are captured by an NTSC-type
charge coupled device �CCD� camera. The velocity vectors in the
r−� plane between the disks are estimated by employing the den-
sity correlation algorithm �19�. The uncertainty of the present ve-
locity measurement by PIV is ±2.1% with 95% confidence.

The depthwise averages of the instantaneous velocity vectors
relative to the frame of reference rotating with the structure are
given in Fig. 2. The rotational speed is determined from the flow
visualization video. The axial vorticity is also evaluated by the
numerical differentiation of velocity components. In the region,
r�0.7R2, several closed streamlines with concentrated vorticity
can be observed, whose direction of rotation is opposite to the
direction of disk rotation. This result confirms that the asymmetric
flow structure does exist in the present apparatus. More impor-
tantly, the “large-scale vortical structure” loosely called previ-
ously �1,2� is actually “vortex,” which consists of closed stream-
lines and concentrated vorticity at its center when seen from an
observer rotating with the corresponding structure. The present
flow field exhibits common characteristics of enclosed spinning
multidisk flow, such as the inner region of solid-body rotation, the
outer region of quasifree vortex distribution and the boundary
near r�0.7R2.

Figure 3 shows the rotational speed � of this vortical structure
relative to the disk speed �, evaluated from the flow visualization
video. It was estimated based on the phase difference obtained
from the time correlations and the wave number spectra of the
boundary shapes over 80–100 samples. The present results to-
gether with the results reported by other investigators �1,2,14,25�
reveal that the structure always rotates at lower speed than the
disk speed and that it decreases with increasing Reynolds number.
This relative movement might induce the unsteady pressure force,
and cause aerodynamic excitation of the disk. Its amplitude and
frequency relative to the disk eigenfrequency as well as coherence
and phase relation on both sides of the disk might be essential in
considering the aerodynamic excitation of the disk vibration.

Fig. 1 Geometry and coordinate system of unobstructed coro-
tating disks enclosed in cylindrical container „not to scale…

Fig. 2 Distribution of velocity vectors and axial component of
vorticity relative to the rotating asymmetric structure obtained
by PIV „Re=6.4Ã104, H /R2=0.061; disk rotation is counter-
clockwise…
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3 Velocity and Vibration Measurements

3.1 Test Rig. In order to investigate the unsteady characteris-
tics of velocity fluctuation associated with the large-scale vortical
structure mentioned above and its relation to the disk vibration,
velocity and vibration measurements are performed in the air test
rig shown schematically in Fig. 4. It is consisted of an axisym-
metric model of 3.5 in five-decker HDD �1�, a single-sensor hot-
wire probe �2�, and a capacitance-type displacement probe �3�.
The probes are mounted on the three-axis micrometer stages with
the minimum scale of 10 �m. All the equipment are fixed mag-
netically on the steel platen of 700�700�40 mm3 mounted on
the thick concrete blocks.

The head-gimbal assembly and magnetic head were again re-
moved and the original shroud was replaced by the circular cyl-
inder to keep the geometry axisymmetric. A 10-mm-wide window
is installed on the shroud for probe insertion. The rotation speed N
is varied from 1000 rpm to 10,000 rpm with 200 rpm interval.
This is realized by employing a dc servomotor with 1 rpm accu-
racy. The corresponding Reynolds number range is 15,700�Re
�157,000, which covers the range of the water test mentioned in
the previous section. The disk radii and thickness are R2
=47.5 mm and R1=12.35 mm and t=0.8 mm. The interdisk spac-
ing is H=2.45 mm �aspect ratio H /R2=0.05� and the disk-to-
shroud spacing is a=0.5 mm.

In order to cover the whole subcritical speed range, the alumi-
num disks and acrylic disks are used. Their critical speeds Nc are
30,100 rpm and 9670 rpm, respectively, which is defined as the
lowest rotation speed at which a static force applied transversely
to the disk can resonate a stationary wave �18�. Thus, the range of
speed ratio is 0.033�N /Nc�0.33 for aluminum and is 0.103
�N /Nc�1.03 for acrylic. Aluminum experiments are conducted
by employing all five aluminum disks and as well in the acrylic
experiments.

The out-of-plane displacement was measured using
capacitance-type displacement meter �Iwatsu ST3511�. For mea-
surement at the outer rim of the intermediate disk, the probe head
was cut to 45 deg, as shown in Fig. 5�a� and inserted obliquely
from above. The uncertainty of the vibration measurement itself is
estimated to be 0.8% with 95% confidence interval. However, the

Fig. 3 Rotational speed � of asymmetric structure as a func-
tion of disk Reynolds number „Vertical axis is normalized by
disk speed �…

Fig. 4 Schematic of air test rig: „1… axisymmetric model of
3.5 in. five-decker HDD, „2… single-sensor hot-wire probe, and
„3… capacitance-type displacement probe, R1=12.35 mm, R2
=47.5 mm, H=2.45 mm, t=0.8 mm, and a=0.5 mm

Fig. 5 Probe geometry: „a… Capacitance-type displacement meter probe for measuring disk
vibration and „b… single hot-wire probe for measuring velocity fluctuation between disks
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final result is sensitive to the time change of clamping condition.
So, we have paid attention to minimize it during reassembling or
even to avoid reassembling itself during a series of experiment.
The flow in the peripheral region of 3 mm from the shroud inner
surface is partially blocked by the sensor head, but the effect may
be localized in the small circumferential region.

The circumferential component of velocity was measured by
employing a single-sensor hot-wire anemometer probe, as illus-
trated in Fig. 5�b�. It is made of 5-�m-diameter tungsten wire,
coated by copper to a 30 �m diameter, soldered onto the tips of
0.4-mm-diameter prongs and then etched to fabricate 1-mm-long
sensor. The blockage ratio amounts to 16%, but the difference of
the mean velocity obtained by three-times thicker probe was less
than 5%.

It was calibrated in a wind tunnel and the results were fitted to
the fourth-order polynomials. To compensate for the temperature
rise due to windage during operation, the air temperature inside
the enclosure was measured by using a thermocouple. Overall, the
uncertainty of hot-wire measurement is estimated to be 6% with
95% confidence interval.

Hot wire and displacement meter signals are low pass filtered at
2 kHz and then digitized through 12 bit analog-to-digital �AD�
converter with a sampling rate of 5 kHz over 120 s and then pro-
cessed by employing LABVIEW software. Fast Fourier transform
�FFT� is performed over 5000 samples and averaged over 120
realizations. Overall resolution of displacement measurement is
12 nm.

Although the Reynolds number range of the air test overlaps
with that of the water test mentioned in the previous section, the
geometries of both test rigs are not strictly similar, as shown in
Table 1. The largest difference is disk-to-shroud clearance. How-
ever, according to Tavener et al. �20� and Kong and Joo �21�, we
think that the flow between disks is not much affected by it. So,
we consider the large-scale vortical structure in the air test rig to
be qualitatively similar to that observed in the water test rig, al-
though the wave number and speed of movement might not be
exactly the same.

3.2 Disk Vibration. Figure 6 shows the rms of the disk out-
of-plane displacement as functions of the speed ratio N /Nc, where

N is the rotation speed of the disk and Nc is its critical speed. The
vertical axis is the rms of nonrepeatable run-out �NRRO� compo-
nents normalized by the value at N /Nc=0.21, for the sake of com-
parison with Tadepalli and Xia’s data �22�. The signal of the dis-
placement meter contains the so-called repeatable runout �RRO�
caused by a static deformation and surface roughness of a disk as
well as misalignment during assembly. Since this apparent vibra-
tion component always exhibits power spectral density �PSD�
peaks at multiples of the rotation frequency, it can be easily re-
moved by replacing them by zero, interpolating, integrating, and
finally squaring to obtain pure vibration components �NRRO�.
The uncertainty of the final result is estimated to be 15%.

The result reveals that the rms of disk vibration begins to in-
crease already in the low subcritical speed range of N /Nc�0.1.
Acrylic data show that it increases continuously above the critical
speed. A nonmonotonic increase reflects the transition of vibration
mode with the change of rotating speed. The single free disk ex-
periment by D’Angelo and Mote �18� showed that the disk vibra-
tion is negligibly small in the subcritical range, begins to increase
only at critical speed, and dramatically increases above the flutter
speed. The present result confirms the finding of Fukaya et al. that
the disk vibration of shrouded corotating disk is not negligible
even well below critical �14�.

The present results and Tadepalli and Xia’s data of different
geometries �22� can be put into a single curve by the present
normalization. On the average, NRRO is nearly proportional to
�N /Nc�1.2, the exponent being smaller than 1.55 reported by Ta-
depalli and Xia. NRRO of acrylic disk is nearly four times larger
than that of aluminum at the same disk speed. This large differ-
ence sets our expectation that the disk materials affect the flow
instability through the unsteady boundary conditions imposed on
the surface.

To investigate the effect of disk material on the vibration
modes, the PSD of the displacement sensor signals has been
evaluated and plotted in Fig. 7. In both aluminum and acrylic
cases, there is a series of line spectra exactly at the multiples of
the rotation frequency �10,000/60 Hz� corresponding to the RRO.
During production process, the disk thickness was controlled
within 10 �m. However, the amplitude of the RRO component of
the disk out-of-plane movement after assembling amounts to
50 �m at worst. Also, it was hard to keep the cramping condition
exactly the same during the reassembling. As a matter of fact, the
peak levels of RRO are not the same for the two cases. Besides
RRO peaks, several broader peaks with lower level can be recog-
nized. They correspond to the NRRO. These peak levels are gen-
erally higher for acrylic than for aluminum in the entire frequency
range tested.

To see the nature of the disk vibration in the whole subcritical
speed range, the same measurements were performed by varying
rotation speed from 1000 rpm to 10,000 rpm with 200 rpm inter-
val. For each speed of rotation, the NRRO peaks are picked up
and plotted in Fig. 8 as the form of waterfall plots. The lines
indicate the frequencies of the eigenmodes obtained from finite
element method �FEM� analysis without surrounding fluid, while
the plots indicate the measured peak frequencies. The pairs of left-
and right-running lines starting from the same point on the hori-
zontal axis correspond to the backward �B� and forward �F� trav-
eling waves of �m ,n� mode, where m and n represent the number
of nodal circles and nodal diameters. The vertical line corresponds
to the �0,0� mode. The measured frequencies coincide well with
the calculated results except for the shift of the eigenfrequency of
a stationary disk. This inconsistency may partly be caused by the
difference in the clamping condition.

For the aluminum disk, the dominant modes of vibration are
�0,0�, �0,1�F, �0,1�B, �0,2�F, �0,2�B, �0,3�F, �0.3�B, and
�0,4�B, which are essentially the same as those in vacuum. The
linearity of the plots indicates that the centrifugal stiffening is
negligible in the aluminum case. For the acrylic disk, the peak
frequencies are much lower than aluminum. The traveling speed is

Table 1 Comparison of primary dimensions of water and air
test rigs

Water rig �mm� Air rig �mm� Ratio

Outer radius 32.5 47.5 1:1.46
Inner radius 12.0 12.35 1:1.03
Disk-to-disk clearance 1.9 2.45 1:1.29
Disk-to-shroud clearance 1 0.5 1:0.5

Fig. 6 NRRO of disk vibration versus speed ratio for different
disk materials
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slightly higher than that of aluminum and the slight curvature
implies the centrifugal stiffening. Since the measured results in
both cases coincide well with the eigenfrequencies obtained by
FEM analysis without fluid, it is obvious that, in the subcritical
speed range even close to critical, the disk vibration is a free
vibration. It may be triggered by the flow unsteadiness but not
forced by it.

3.3 Velocity Fluctuation Near the Disk Outer Periphery.
The large difference of NRRO shown in Figs. 6 and 7 suggests the
possibility that the disk material somehow affects the flow un-
steadiness through the vibrating boundary conditions. The veloc-
ity fluctuations near the disk periphery �r=0.96R2� have been
measured, where the largest amplitude of disk vibration is ex-
pected. The single hot-wire sensor is placed radially at the mid-
way between the second and the third disks. In Fig. 9, the varia-
tions of rms velocity fluctuation with rotating speed are compared
for the acrylic and aluminum disks. The velocity fluctuation of the
acrylic disk exhibits slightly higher rms except in the intermediate
speed range. Since the geometric and the aerodynamic conditions
are kept unchanged, this difference is obviously attributed to the
flow boundary condition on the disk surface. It may be caused by
�i� inherent elastic properties of solid material �NRRO�, �ii� dif-
ference of the static deformation �RRO�, �iii� the different ranges
of the speed ratio N /Nc, or �iv� a combination of them. As seen in
Fig. 6, the NRRO amplitude of acrylic disk is more than four

Fig. 7 PSD of displacement sensor signal for aluminum and acrylic disks
„N=10,000 rpm…

Fig. 8 Waterfall plots of disk vibration for aluminum and
acrylic disks. Dominant PSD peaks of NRRO are plotted versus
rotating speed „upper: aluminum; lower: acrylic; solid lines are
from FEM analysis….

Fig. 9 Velocity fluctuation between disks near the outer pe-
riphery „r=0.96R2…
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times larger than that of aluminum at the same disk speed. This
result seems to support our expectation that the vibrating bound-
ary may affect the flow instability even in the subcritical speed
range.

In this regard, however, it should be noted that the disk static
deformation and the cramping conditions could not be kept ex-
actly the same during the disk replacement. This means that not
only NRRO but also RRO may be different for two cases. Since
the flow perceives the sum of NRRO and RRO components, it
cannot be concluded which is more strongly responsible before
examining the frequency characteristics. This will be described in
the next section.

Another point to be mentioned is that velocity fluctuation al-
ready begins far below critical and increases monotonically with
increasing rotational speed. The numerical simulation assuming
rigid flat disk by Herrero et al. �5� showed that the flow between
disks remains steady and two dimensional at Reynolds number
below 6�104. On the contrary, a laser Doppler velocimetry
�LDV� measurement by Schuler et al. �23� and hot-wire measure-
ment by Fukaya et al. �14� employing real flexible disks showed
that the velocity fluctuation already begun at Re= �4.6–5.0�
�103. The present results support the experiments �14,23� and
suggest the importance of surface boundary condition in numeri-
cal calculations.

As to the reproducibility of velocity rms in Fig. 9, we have
made the same measurement two times within several months and
found that the tendency is well reproducible, although the quanti-
tative disagreement amounts to more than 10%. It may partly be
due to the unavoidable change of disk conditions and clamping
conditions. As pointed out by D’Angelo and Mote �18�, the vibra-
tion of a rotating disk is affected by friction and stiction at the
disk/spacer interface and slippage of disk between the spacers.
Stiction and slippage also cause hysteresis of the disk natural fre-
quencies with start/stop cycles of rotation speed. These effects are
more significant at higher rotational speed. In order to keep the
clamping condition as constant as possible, we took care of fixing
torque on the six bolts and the order of their fixing as well as the
cleaning of the seating surface. In spite of it, the disk static defor-
mation and cramping condition were difficult to reproduce. Insuf-
ficient reproducibility suggests the sensitivity of flow unsteadiness
to the small change of wall boundary condition.

3.4 Solid-Fluid Interaction Near the Outer Periphery. In
this section, the relationship between flow unsteadiness near the
outer periphery and the disk out-of-plane movement is discussed
on the basis of the frequency characteristics. In this region, un-
steadiness is mainly related to the shroud boundary layer but not
to the vortical structure inside. It is expected that the interrelation
between flow and disk can be classified into three categories. �1�
“Strong fluid-to-solid” interaction, which is from the flow un-
steadiness to the disk vibration. If the amplitude of flow fluctua-
tion is very high, the disk vibrates as a forced vibration and the
PSD of the disk exhibits spectral peaks corresponding to the ve-
locity peak other than the disk eigenfrequencies. This might be
effective at supercritical or near flutter speed and might not be the
case in the present subcritical range. �2� “Weak fluid-to-solid”
interaction, in which the amplitude of flow unsteadiness is so
small that the disk vibrates as a free vibration. In this case, the
PSD of the disk exhibits spectral peaks coincident with the disk
eigenfrequencies. As mentioned in Sec. 3.2, the vibration in the
subcritical speed range belongs to this category. �3� Effect of
NRRO, which is from the disk vibration to the flow unsteadiness.
If the vibration amplitude is so large that the effect of unsteady
boundary condition on the flow is not negligible, the velocity PSD
shows new peaks other than its eigenfrequency. �4� Effect of
RRO, which is expected when the disk static deformation is not
negligible.

Figure 10 shows the PSDs of velocity fluctuations on the inter-
disk midplane for N=10,000 rpm. The hot-wire sensor is located
near the periphery �r=0.96R2�. At the frequencies corresponding

to the disk RRO �multiples of 10,000/60 Hz�, the velocity PSD
shows sharp peaks. This result indicates that the RRO component
affects the flow unsteadiness at the midway between disks. The
statically deformed and/or misaligned disks make the distance be-
tween two disks circumferentially nonuniform. Since the fluid be-
tween them moves relative to the disks, it flows as if it were
through the channel with a variable cross section. When it is ob-
served from the ground-fixed coordinate, it gives rise to the ap-
parent unsteadiness even if the disk does not vibrate. Since it is
steady if seen from the disk-fixed coordinate, it does not directly
trigger the vibration. This result implies that, in numerical simu-
lations of flow between actual disks, RRO should be taken into
account as the apparently unsteady boundary condition. Since this
condition is given in advance, the numerical scheme may not be
much different.

There are other lower and broader peaks. Some of them corre-
spond to the asymmetric flow mode as denoted by f1– f5, but they
are weak because the probe position is outside of the vortical flow
region. Also, they do not coincide with the NRRO peaks shown in
Fig. 7. The disk vibration amplitude of the acrylic disk is almost
four times larger than that of the aluminum disk as shown in Fig.
6 and the vibration modes are much different with each other as
shown in Fig. 7. However, the velocity PSDs for the two materials
almost coincide, indicating that the flow at the midway between
the disks is not affected by the vibration of the boundary. The
distance of viscous diffusion of vorticity is estimated as the order
of �	 / f , which amounts only to the order of 100 �m in the
present case. So, the sensor placed at the midway hardly detects
the wall vibration. On the other hand, the RRO component is
several orders of magnitude larger and also it is directly related to
the entire depth between the disks through mass conservation, the
sensor at the midway easily detects it.

3.5 Vortical Flow Structure and Disk Vibration. Finally,
the relationship between vortical flow structure mentioned in Sec.
2 and disk vibration is discussed. The velocity fluctuation has
been measured in the middle of the vortical flow region �r
=0.8R2�. To avoid contamination by the shroud boundary layer
turbulence and to concentrate our attention to the asymmetric vor-
tical structure, the shroud boundary layer is kept away from the
disk rim by employing a special shroud, as illustrated in Fig. 11.
The aluminum disk is employed. The hot-wire traverse in the
radial direction revealed that the thickness of the shroud boundary
layer is less than 1.8 mm and the disk rim is located well outside
of it �24�.

PSDs of the disk vibration and velocity fluctuation are com-

Fig. 10 PSD of velocity fluctuation on the interdisk midplane
„r=0.96R2, N=10,000 rpm, fn denotes frequency of vortical flow
mode…
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pared in Fig. 11 for N=10,000 rpm, in which fn indicate the fre-
quency caused by the asymmetric flow structure of circumferen-
tial wave number n, and �m ,n�B and �m ,n�F indicate the
backward and the forward traveling mode of disk vibration as
before. The line specta denoted by nf0 are at multiples of rotation
frequency �166.6 Hz� and correspond to the disk RRO.

Although the PSD of the disk vibration exhibits peaks at the
flow modes f3 and f8, it is negligibly small or might be acciden-
tal. Since at the other velocity peaks the vibration PSD does not
generally show any peaks, the disk vibration in this speed range is
free vibration, triggered by, but not forced by, the flow unsteadi-
ness caused by the vortical structure.

Inversely, at RRO frequency f0, the velocity PSD shows sharp
peaks not corresponding to the flow instability mode. At 3f0, the
velocity PSD exhibits an unusually high and sharp peak. This
frequency is just equal to f4, and thus this flow mode might be
excited by the RRO. At 2f0, the velocity PSD does not show a
peak just at this frequency but the mode f3 nearby shows ex-
tremely high peak. At 4f0, the frequency of f5 is slightly shifted
and enhanced by the RRO. These results infer that the RRO com-
ponent of disk out-of-plane movement significantly influences the
vortical flow structure. On the other hand, the velocity peaks and
the NRRO peaks are essentially different. This result indicates
that the vortical flow mode and vibration mode are decoupled at
least in the frequency space.

Together with the facts mentioned in Secs. 3.3 and 3.4, we have
come to the conclusions that the disk vibrates with its own modes
even if they are excited by the flow unsteadiness including the
vortical structure. This conclusion supports the idea of open loop
of solid-fluid interaction proposed by Fukaya et al. �14�. In addi-
tion the RRO component of disk out-of-plane displacement may
have a significant effect on the velocity fluctuation due to the
differential velocity between disk and flow.

In the previous CFD studies, the disks have been treated exclu-
sively as rigid and flat. The rigidity assumption is now confirmed
appropriate even in the high subcritical speed range but the flat-
ness assumption should be considered more carefully in the real
system, since RRO is unavoidable as long as the disk rotates.

4 Summary and Conclusions
To identify the nature of the flow-induced vibration of disks in

the wide range of rotation speed below critical, the structure and
time-dependent behavior of unstable flow between disks together
with disk vibration have been examined experimentally. By recon-

structing the commercial hard disk drives to render them axisym-
metric, and employing glass, aluminum, and acrylic disks, the
flow visualization and measurements of velocity and out-of-plane
displacement have been carried out. PIV and hot-wire anemom-
etry have been employed for velocity measurements and a
capacitance-type displacement meter has been employed for vi-
bration measurements.

The velocity vector maps and vorticity contours between disks
obtained by PIV revealed that the large-scale vortical structure
loosely called previously is actually vortex, which consists of
closed streamlines and concentrated vorticity at its center when
seen from an observer rotating with the corresponding structure.
After confirming that the asymmetric flow structure, well known
in the enlarged low speed model, does exist in the present small
size and high speed apparatus, the velocity fluctuations and disk
vibration have been examined by varying disk speed and disk
material.

It was found that the rms of disk vibration begins to increase
already in the low subcritical speed range below 10% of disk
critical speed and continues to rise until close to the critical speed.
The data with different disk materials show that NRRO of disk
vibration and disk speed is uniquely correlated when the disk
speed is normalized by the critical speed. Comparisons of mea-
sured PSDs in the form of waterfall plots with that obtained by
FEM without surrounding fluid indicate that the vibration modes
in the subcritical speed range is essentially the same as in vacuum.
It means that the disk vibration is a free vibration triggered by, but
not forced by, the flow unsteadiness even in the high subcritical
speed range.

Next, we have considered that the disk out-of-plane movement
influences somehow the flow unsteadiness between disks. We
want to know whether a real disk can be treated as a rigid flat
surface, as has been assumed in previous CFD. To make it clear,
the rms of velocity fluctuation at the interdisk midplane near the
outer periphery of the disk has been examined. The velocity fluc-
tuation is generally higher for the acrylic disk. Since the only
difference is the disk boundary condition, it has been speculated
that the disk out-of-plane movement influences the flow near the
outer periphery of the disk. By inspection of PSD of velocity
fluctuation, it has been revealed that the change of velocity fluc-
tuation is mainly caused by the RRO component of disk out-of-
plane movement, while the NRRO component is hardly detected
by the fluid at the interdisk midplane in the outer periphery even
in the high subcritical speed range.

Finally, the influence of disk out-of-plane movement on the
vortical flow structure has been investigated by comparing PSD of
the velocity fluctuation in the vortical flow region with that of disk
vibration. It was found that the disk vibration has a negligible
effect on the vortical structure suggesting the soundness of the
rigid disk assumption employed in the existing CFD. However,
RRO has a significant influence on the flow instability. Since the
RRO is unavoidable in the real disk system, the flat disk assump-
tion should be considered more carefully.
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Nomenclature
a 
 disk tip clearance
b 
 disk-to-shroud clearance
H 
 disk spacing
m 
 number of nodal circles
n 
 number of nodal diameters

Fig. 11 Comparison of PSD of disk vibration at the periphery
and velocity fluctuation at the middle of the vortical flow region
„aluminum, N=10,000 rpm, N /Nc=0.33, a=0.5 mm, b=3.5 mm,
hot-wire is located at r=0.8R2; f1–f8 denote vortical flow mode,
„m ,n… denote vibration modes, and nf0 denotes disk RRO…
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�m ,n�F , �m ,n�B 
 forward and backward traveling waves of
�m ,n� mode

N 
 speed of disk rotation �rpm�
Nc 
 critical speed of disk rotation

N /Nc 
 speed ratio
�r ,� ,z� 
 cylindrical polar coordinate

R1 
 disk inner radius
R2 
 disk outer radius
Re 
 Reynolds number

t 
 disk thickness
� 
 fluid viscosity
� 
 fluid density

� 
 angular velocity of disk rotation
� 
 rotational speed of asymmetric structure

relative to disk
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Velocity and Pressure
Measurements Along a Row of
Confined Cylinders
The results of flow experiments performed in a row of confined cylinders designed to
mimic a model of a prismatic gas-cooled reactor lower plenum design are presented.
Pressure measurements between the cylinders were made. Additionally, the flow field was
measured using particle image velocimetry at two different resolutions (one at high
resolution and a second with wide angle that includes three cylinders). Based on these
measurements, five regimes of flow behavior are identified that are found to depend on
Reynolds number. It is found that the recirculation region behind the cylinders is shorter
than that of half-cylinders placed on the wall representing the symmetry plane. Unlike a
single cylinder, the separation point is always found to be on the rear of the cylinders,
even at very low Reynolds number. �DOI: 10.1115/1.2776970�

1 Introduction
The present study is part of a broad program to assess and

develop computational tools for advanced nuclear reactor systems
�1,2�. One region of interest is the lower plenum of prismatic
gas-cooled reactors �GCRs�. There a finite array of short graphite
posts supports the reactor core and—in an annular ring under the
active core—heated flows from the vertical cooling channels enter
as jets and then exit horizontally through a single core outlet duct.
Typical designs of the posts have pitch-to-diameter ratios P /D of
about 1.7 and height-to-diameter ratios H /D of 7. Consequently, it
is a complicated flow through a geometry that cannot be consid-
ered to be an infinite, two-dimensional array of infinitely long
rods. Furthest from the exit, the cross flow is nearly stagnant with
the hot jets likely impinging on the plenum floor where a thermal
design consideration is having sufficient insulation to protect the
metallic plate supporting the posts. Near the exit, there is a cross
flow from all the upstream jets and a thermal consideration is
avoiding overheating the metallic hot-duct structural element
�called thermal streaking�. For the benefit of computational fluid
dynamics �CFD� code developers, the first experiments address the
limiting conditions where buoyancy effects and property varia-
tions are not important, i.e., an isothermal flow.

To assess the capabilities of CFD codes to treat the flow phe-
nomena occurring in such a situation, an experiment has been
designed to model them physically in the matched-index-of-
refraction �MIR� flow system at INL �3�. The MIR experiment
model is scaled to the application and consists of a row of full
circular posts along its centerplane with half-posts on the two
parallel walls, as shown in Fig. 1, to induce flow features some-
what comparable to those expected from the staggered adjacent
rows of posts in the reactor design. Jet inlet ducts are located in
one end wall in the MIR model. For meaningful assessment data,
it is desired that the small experiment be operated in the same
flow regimes as expected in the full-scale application. This desire
translates into the questions: what flow regimes should be ex-
pected and what flow rates �or Reynolds numbers� are necessary
to achieve these regimes.

With the annular reactor core, there are no cooling channels in
a central near-cylindrical region. So no jets enter from the core in

this region �Figs. 6 and 7 by Condie et al. �4��. It then provides a
cross flow into which the jets from the section of the annular ring
near the exit duct are injected. Based on the guidance of Žukaus-
kas �5� for a two-dimensional situation, it is expected that this
cross flow will be in his “mixed flow” regime. So the present
study was undertaken with the prime objective of determining the
flow behavior versus Reynolds number in the configuration of the
MIR model. Alternatively, one could consider the purpose to be to
examine whether the existing guidance for large arrays can pro-
vide useful predictions for this configuration. In the process, ad-
ditional quantitative information has been obtained to assist in
assessing CFD capabilities for this complicated flow and its inter-
related phenomena.

For flows in GCRs in general, Schultz et al. �6� have surveyed
available literature and have compiled lists of pertinent studies.
Many studies have been conducted for individual phenomena
separately. The references and investigators that they identified
can provide significant tests of codes and their turbulence models
for a wide variety of flow and mixing phenomena occurring in a
lower plenum.

Flow over a single, 2D cylinder is perhaps the fundamental
external flow problem and has thus been studied extensively for a
number of years. More recently, modern measurement and simu-
lation techniques have allowed detailed investigation of the wake
region of a cylinder, which had been very difficult in the past due
to large fluctuations and recirculation regions. Zhang et al. �7�
investigated the wake of a cylinder numerically and experimen-
tally for very low Reynolds numbers �less than 250� and identified
four separate instability modes. Kim et al. �8� made detailed mea-
surements of the shedding of a cylinder using time-resolved par-
ticle image velocimetry �PIV� measurements for a Reynolds num-
ber of 360. Reynolds stress distributions and mean separation
streamlines were examined and correlated to drag behavior.

Flow across a pair of cylinders was studied experimentally by
Wang and Zhou �9� in the Reynolds number range 100�Re
�1000. The main focus of this study was the effect of the cylin-
der spacing on vorticity and frequency of structures in the wake of
the cylinders.

Over decades, crossflows over large arrays of cylinders have
been examined by Chilton and Genereaux �10�, Grimison �11�,
Bergelin et al. �12�, Kays and London �13�, and many others. For
engineering purposes, these efforts have concentrated on overall
pressure drop and heat transfer coefficients with some flow visu-
alization. While resulting correlations can imply differing flow
regimes, apparently no systematic examination has considered the
regime dependence on flow rate, particularly relating to the geom-
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etry of the INL model. For an equilateral triangular array of
P /D=1.5, Bergelin et al. �12� arbitrarily designated the upper
Reynolds number UmaxD /� for their “viscous” �laminar� region as
200, a transition region from 200 to 5000, and turbulent above
5000. Žukauskas does provide graphical correlations for infinite
equilateral arrays with P /D=1.5 and 2, bracketing the present
application.

Pressure drop and local heat transfer coefficients were obtained
by Achenbach �14� for staggered tube bundles at high Reynolds
numbers. Velichko et al. �15� measured heat transfer and friction
parameters for nontraditional tube bundle arrangements. Mean
and fluctuating velocity components were measured at 2�105

�Re�2�106 by Poskas and Survila �16� for staggered and in-
line bundles of tubes. Katinas et al. �17� measured tube vibrations
induced at turbulence levels from one to 12% in the upstream flow
to staggered and inline tubes; although the Reynolds number sup-
posedly was varied from 103 to 2�105, effects were not presented
in terms of Reynolds number. Fluctuations of heat transfer and
velocity have been measured in a staggered tube array by Scholten
and Murray �18�. Iwaki et al. �19� conducted PIV measurements
for staggered bundles of P /D=1.5, five tubes wide, while their
Reynolds number ranged from 5400 to 29,700, most results pre-
sented mean velocity distributions, vorticity contours, vortex
structures, and turbulent intensities were at Re=27,000.

Stanescu et al. �20� determined optimal spacing of cylinders to
maximize the average heat transfer conductance for an entire
bundle. Beale and Spalding �21� numerically predicted laminar
flow and heat transfer across a variety of tube bundle geometries.
Watterson et al. �22� applied a low-Reynolds-number k−� model
to flow around an array of staggered tubes. A k−� model was also
applied by Wilson and Bassiouny �23� to predict the laminar and
turbulent flows of air across tube banks with apparently satisfac-
tory agreement to data. From their large eddy simulation �LES� of
flow through an inline array of P /D=1.44 at Re=70,000, Benha-
madouche et al. �24� observed evidence of eddy shedding in the
shear regions. In addition to any turbulence present, such periodic
oscillations would contribute to indicated mean fluctuations mea-
sured in an experiment.

These studies have typically been aimed at developing informa-
tion applicable to infinite, two-dimensional arrays of infinitely
long tubes, as approximated in some �very� large shell-and-tube
heat exchangers. However, in the present situation, the row of
posts is confined between sidewalls and the posts are short
�H /D�7�. Effects of blockage �confinement� by a single circular
tube in a channel have been measured by Perkins and Leppert
�25�. From these reports, Žukauskas �5� indicated that a change in
blockage ratio alters the pressure distributions and flow patterns in
the wake. Žukauskas et al. �26� measured the effects of blockage
on the flow over a single cylinder centered in a channel, in terms
of pressure distribution and drag coefficients. The study concen-
trated on conditions near the “critical” Reynolds number where
the point of separation is shifted downstream so that the vortex

region becomes narrower. They note that flow over a cylinder in a
channel with finite dimensions differs from unbounded flow with
the constrictions formed changing the pressure gradients from
those existing without blockage. For their conditions, an increase
in blockage increased the drag coefficient due to widening of the
wake of the cylinder.

A flow somewhat comparable to a GCR lower plenum occurs in
arrays of “pin fins” employed for internal cooling of turbine vanes
and blades. These short circular cylinders are installed in the gap
between the converging surfaces, which form the trailing edge of
a blade for the purpose of increasing the overall heat transfer
coefficient from metal blade surfaces to the internal coolant flow
as shown, for example, in Figs. 2 and 3 of the paper by Ames et
al. �27�. The measurements and predictions for pin fin arrays have
been reviewed by Armstrong and Winstanley �28�, Ames and
Dvorak �29�, and others. For effectiveness as extended surfaces,
they are typically even shorter than the support posts in the lower
plenum of a prismatic GCR. The pin fin experiments may also
provide valuable data for assessment of CFD predictive tech-
niques for GCRs.

Moulinec et al. �30� performed a 3D Direct Numerical Simula-
tion �DNS� to study the effect of cylinder spacing on the wakes
behind the cylinders. Their Reynolds number ranged from 50 to
6000. They reported that the vorticity behind a row of cylinders

Fig. 1 The test section used in this study. Air enters through screens at the left, into a con-
traction and into the test section. The field of view for the wide-angle PIV data is shown „i.e., the
laser sheet…. The laser sheet moves through the near transparent side of the facility and termi-
nates on the opaque far side. Streamwise locations of the pressure taps are indicated with
arrows on the top wall. These taps are in the spanwise center of the channel. A second view of
the facility is shown in Fig. 3.

Fig. 2 A sample PIV raw-data image. No masking or other pro-
cessing has been performed. The laser sheet enters from be-
low. The edges of the wall cylinders are visible in all four cor-
ners of the image. The center cylinder generates a shadow on
the far wall. An additional region around the cylinder is dark
due to the effects explained in conjunction with Fig. 3.
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disappeared rapidly for low-Reynolds-number laminar flow due to
cancellation of vorticity, while turbulent diffusion led to the dis-
appearance of the wake for larger Reynolds number flow. As a
result, the flow around each cylinder “cell” becomes independent
of the others. PIV measurements of flow over inline and staggered
tube banks were made by Iwaki et al. �19�. Similarities and dif-
ference between the two arrays were examined. It was noted that
the flow in the staggered tube bank was more homogeneous than
that for the inline bank, and that the flow therefore becomes fully
developed more quickly.

We will most closely compare our data to that of Žukauskas �5�.
In that study �which was based on flow visualization, pressure
drop, and heat transfer measurements although the flow visualiza-
tion images are not included in the paper�, he describes three
primary regimes of behavior that depend on Reynolds number
Re=UmaxD /�, where Umax is the bulk velocity at minimum area,
D is the cylinder diameter, and � is the kinematic viscosity. Pre-
sumably based on flow visualization results, the regimes are as
follows:

1. Laminar flow �Re�1000�.
2. Mixed flow, where the boundary layers are laminar, while

the flow contains turbulent regions �500�Re�2�105�.
3. Turbulent or “critical” flow �Re�2�105�.

This paper describes experiments performed at the Utah State
University �USU� Experimental Fluid Dynamics Laboratory
�EFDL� in support of other experiments performed in the INL
MIR facility. In the present work, Reynolds numbers in this tur-
bulent range described above are not achieved. However, detailed
2D velocity maps obtained using PIV provide considerably more
information about the flow state than the earlier study. Based on
these results, we are able to subdivide regimes 1 and 2.

It is not our intent to provide results applicable for infinite
arrays with this unique model. Rather, we examine whether the
guidance for infinite arrays is useful for noninfinite geometries
such as ours. So far we have not found experiments, computa-
tions, or analyses for flow around a confined row of short posts
with the approximate geometric ratios needed here.

2 Facility and Measurements
The facility consists of an inlet contraction, a test section, and

an outlet that connects to ducting leading to the blower inlet as
shown in Fig. 1. Atmospheric air �at 4500 ft, Logan air pressure is
nominally 0.85 atm� is drawn through the facility by a frequency-
controlled centrifugal blower. The inlet contracts 1.4:1 in the
spanwise direction and 3:1 in the cross-stream direction. Turbu-
lence is managed by a single bank of screen with 112 wires/cm at
the inlet. The flow leaving the test section passes through two
perforated plates placed in line to suppress separation and pulsa-
tions generated by the blower. The blower is connected to the
outlet by a flexible hose. The effectiveness of the turbulence man-
agement is confirmed through hot wire measurements at y=z=0

�the spanwise and cross-stream center� and at the inlet of the test
section. The rms level of the hot wire velocity magnitude signal
varies from a minimum of 1.1% of the inlet mean velocity mag-
nitude at low velocity up to 1.5% at the highest velocity; for the
ultimate application, a “low” turbulence level is not expected.

A schematic diagram of the test section along with the coordi-
nate system employed is given in Fig. 1. The test section is a
channel 89.7 cm long in the streamwise direction �x�, 8.53 cm in
the cross-stream direction �y� and 34.8 cm in the spanwise �z�
direction and is geometrically similar to the INL model. The chan-
nel contains an array of cylinders and half-cylinders designed to
mimic an infinite array of cylinders arranged on an equilateral
triangular pitch. Five cylinders, which represent vertical support
posts in the lower plenum of a very high temperature reactor
�VHTR� concept, are placed on the cross-stream centerline. The
streamwise distance between these cylinders is 14.8 cm. The cyl-
inders are 5.03 cm in diameter. Four sets of half-cylinders are
placed on the cross-stream edges directly between the centerline
cylinders.

The primary dimensionless parameter that describes this geom-
etry is the cylinder pitch P /D, where P is the distance between
adjacent cylinders �and equal to the channel width, 8.53 cm� and
D is the cylinder diameter. Therefore, P /D=1.7, and the channel
is 59% blocked by the cylinders. An additional parameter is the
spanwise dimension relative to the cylinder diameter, H /D=6.9,
which corresponds to the approximate height of the lower plenum
represented.

Three types of measurements are made:

1. the pressure drop from each full cylinder to the next
2. the velocity field on the x-y plane between the fourth full

cylinder and the next half-cylinder
3. three high-resolution overlapping x-y planes wrapping

around the fourth cylinder

Pressure taps were drilled into the back wall of the facility as
shown by the arrows in Fig. 1. The pressure taps were holes
1.59 mm in diameter. Care was taken to ensure that the wall was
smooth after drilling. All taps were placed at the spanwise center-
line and were at the same streamwise position as the axis of the
full cylinders. The pressure measurements were made using a
high-accuracy differential capacitance manometer with
0.0001 mm Hg resolution. This resolution is the major source of
uncertainty in the pressure measurements. The positive and nega-
tive sides of the manometer were placed across the two successive
ports. For each cylinder at each Reynolds number, data were re-
corded via a 12 bit analog-to-digital converter in a laboratory
computer. The average of samples taken over 30 s is reported.

The PIV measurements were made using a system by LaVision
Inc. consisting of a 12 bit 1.3 Mpixel �1280�1040� camera, a
pair of 50 mJ Nd:YAG �yttrium aluminum garnet� lasers with
sheet optics, and an acquisition personal computer including a
frame grabber and a timing board. A fluorescent paint was applied
to all surfaces to shift laser reflections to wavelengths that can be
removed by a filter on the camera optics. The laser sheet entered
the facility from one cross-stream side made of transparent plastic
and was terminated on the other opaque side. The sheet was
placed between the spanwise centerline �z=0� and the spanwise
wall as a compromise between our desire to obtain 2D mean data
and to minimize the extent of the region near the cylinder surface
that cannot be observed due to parallax. Olive oil droplets formed
by a Laskin nozzle apparatus �built in-house� were used as seed-
ing particles. The droplets produced were estimated to be
1–2 �m in diameter. The droplets were drawn into the facility at
the inlet. Care was taken to ensure that the images of the droplets
on the charge-coupled device �CCD� array were somewhat larger
than 2 pixels to eliminate pixel locking while providing maximum
accuracy �31�. Multiple cross-correlation passes with a final

Fig. 3 A schematic diagram showing the cause of the dark
region near the cylinder surface for the wide-angle data. The
camera’s view of the surface is blocked by the near end of the
cylinder. The end of the cylinder is not visible in the images
since it is not illuminated.
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interrogation-region size of 16 pixels were used. In each case, 500
image pairs were acquired at a rate of one pair per second.

An example of one image is shown in Fig. 2. Several features
of this raw-data image should be noted: The data acquired are
centered on the fourth cylinder, since this location was judged to
be the most likely location to obtain a streamwise-periodic result
based on the pressure drop data �cf. Fig. 7�. Streamwise periodic-
ity is confirmed by the pressure drop data below as well as a
single case measured on the third cylinder �not shown�. The half-
cylinders upstream and downstream are visible on both sides of
the channel. Both channel walls are easily found, and these loca-
tions are used for the PIV calibration since this distance is known
�note that the laser reflections visible in the image do not extend
into the measurement domain�. The laser sheet is blocked by the
lower half-cylinders but expands somewhat as it crosses the chan-
nel. The laser sheet is also blocked by the near end of the opaque
centerline cylinder, forming a shadow on the far side of the chan-
nel. The shadow appears to be narrower than the cylinder. This
situation occurs because the view of the surface of the cylinder is
obscured by the part of the cylinder between the laser sheet and
the camera lens. That is, due to the placement of the camera in
line with the center of the cylinder, the angle subtended by the
cylinder end is greater than the angle to the intersection of the
cylinder and the light sheet further along, as shown in Fig. 3.
Therefore, the entire boundary layer of the cylinder is not visible
in these views. This effect is reduced by placing the laser sheet
10 cm from the spanwise center toward the side closest to the
camera. Boundary layer data for a subset of these Reynolds num-
bers were acquired in the high-resolution data set described below.

The PIV data were first acquired with the blower outlet open
and the blower operating between its minimum and maximum
rotation rates. Reynolds numbers in the range 1473�Re
�55,900 �see definition in Sec. 4� were generated. Since lower Re
values were desired, the blower outlet was throttled, and a second
set of data was recorded in the range 237�Re�2620. The cam-
era field of view was not exactly repeated for both measurements.
Therefore, the data locations for the two sets of data are somewhat
different.

3 Uncertainty Analysis
PIV measures the displacement of the flow over a prescribed

time interval. Modern timing boards are capable of precision that
renders timing errors insignificant when assessing bias uncertainty
on velocity measurements. The displacement measurement has
many sources of bias error that are functions of particle image
diameter, particle density, image noise, and particle displace-
ments. It is now well established that, if the particle image is
greater than 1 pixel, it is possible to measure displacements much
smaller than a pixel �32�. Our estimates of the impact of these
error sources are based on the guidance of Raffel et al. �33�.

The particle image diameter is consistently near 2 pixels in all
of the various data sets presented in this paper, resulting in a
displacement uncertainty of 0.01 pixels �33�. Generally, particle
displacements were in the range of 11–20 pixels, resulting in an
uncertainty as large as 0.03 pixels �33�. Although the 12 bit cam-
era used for all images has very low noise levels, a 5% back-
ground noise level is assumed for the sake of conservatism in the
uncertainty estimate. This noise level results in an uncertainty of
0.01 pixels �33�.

All of these sources prove to be small and insignificant when
compared to the effect of velocity gradients within the interroga-
tion window. Most regions of the flow have small gradients
�0.02 pixels/pixel� resulting in a 0.1 pixel uncertainty. Larger gra-
dients �0.14 pixels/pixel� can result in a 0.3 pixel uncertainty
�33�. Clearly, these uncertainties dominate the displacement bias
uncertainty and all other sources will be ignored. The bulk of the
data presented is within the smaller range, and therefore, our es-
timate of bias error on the displacement measurement will be
0.1 pixel.

Generally, the mean displacements for the wide-angle cases
vary from a minimum of 3 pixels �at maximum area� to a maxi-
mum of 5 pixels �at minimum area� resulting in a bias uncertainty
of 2–3% of the mean. For the high-resolution cases, much larger
displacements were achieved �6–19 pixels� resulting in uncertain-
ties from of 0.5–1.5% �33�.

Precision uncertainty is primarily due to fluctuations in the ve-
locity as measured by urms=�u�u�, where u� is the streamwise
velocity fluctuation and the overbar indicates time averaging.
Since data were taken slowly enough to ensure independent
samples, the precision uncertainty on the mean streamwise veloc-
ity is

�U,p =
urms

�N
Zc �1�

where the numerator is the standard deviation of the velocity, N is
the number of image pairs, and Zc is 1.96 for 95% confidence
�34�. The cross-stream uncertainty is similar. As shown below,
fluctuations are typically 60% of the mean, resulting in a precision
uncertainty of 2.7% of the mean. Therefore, the precision and bias
uncertainties are of similar order, which is desirable. Based on the
bias uncertainties above, the overall uncertainty on the mean
ranges from 3% to 4% of the average velocity.

For Gaussian statistics, the uncertainty of fluctuation correla-
tions such as urms is governed by the chi squared distribution.
According to Beckwith et al. �34�, the estimate of the standard
deviation Surms

lies in an interval about the true value:

�N − 1�Surms

2

�	/2
2 � �urms

2 �
�N − 1�Surms

2

�1−	/2
2 �2�

where 	=1−c. For N=500 image pairs and c=0.95, �	/2
2 =564

and �1−	/2
2 =440. Based on these values, the error bars for u�u� are

13% of the value.

4 Parameters and Parameter Space
The only independent dimensionless flow variable in this prob-

lem is the Reynolds number. Žukauskas �5� and Bergelin et al.
�12� based the Reynolds number on the bulk velocity at the mini-
mum area ��P−D��H� and the cylinder diameter, so that Re
=UmaxD /�. One may note that Umax=2.4Uav, where Uav is the
bulk velocity at the maximum flow area. This average velocity is
measured from the PIV data at a streamwise location half way
between the half-cylinders and the center cylinder as marked in
Fig. 1. Based on this definition, the Reynolds number for this
study ranges over two orders of magnitude, or 237�Re
�55,900, obtained from 27 total cases for the large field of view.

Pressure drop results are presented using the “minor loss fac-
tor” �35�

k =

P1−5

�1/2�n�Umax
2 �3�

where 
P1−5 is the pressure drop from the first to the last tap and
n is the number of cylinders. For the array investigated here, we
interpret the number of cylinders to be n=8, since the pressure
taps do not sense the losses on the rear of the last cylinder. Note
that although Žukauskas �5� uses the same definition, the loss
factor used by Bergelin et al. �12� is a factor of 4 smaller.

5 Results
The primary purpose of this study is to identify Reynolds num-

bers that divide the flow behavior into identifiable regimes. One
means of doing so is to observe instantaneous velocity vector
fields for cases at various Reynolds numbers, such as those shown
in Figs. 4 and 5. These plots reveal symmetry �or lack thereof� as
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well as the size of eddies present in the flow. Animated data for all
cases discussed here are available on the EFDL website and may
also be helpful �36�.

At Re=237, the flow is laminar and steady. The flow in the
wake of the cylinders is largely stagnant. Fluctuations of the wake
position become apparent at Re=400. Some unsteady recircula-
tion is apparent in the wake. Although this unsteadiness is not
detectable in the still image for Re=507, the flow surges above
and below the cylinder resulting in elevated streamwise velocity
fluctuations �cf. Fig. 10�. No turbulent mixing is present, and no
small scale motions are present �this is further evidenced by the
low value of the Reynolds shear stress in Fig. 12�. For 600�Re

�1900, flow in regions of adverse pressure gradient �i.e., up-
stream and downstream of the centerline cylinder� is turbulent,
while regions of favorable gradients �i.e., above and below the
centerline cylinder� are laminar. Beginning at Re=1900, the flow
is turbulent everywhere, with the exception of the boundary layer
�this is determined based on the high-resolution measurements
described below�, which is not visible in these measurements. For
the larger Reynolds numbers achieved in this study, the pattern
remains largely unchanged. The primary differences between the

Fig. 4 Instantaneous velocity vectors normalized by Uav

Fig. 5 Instantaneous velocity vectors normalized by Uav
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images for Re=2620, 15,075, and 55,900 are the sizes of the
turbulent structures, which become smaller as Re grows, as ex-
pected.

The pressure drop results are shown in Figs. 6 and 7 for the
range of Reynolds numbers over which they are within the reso-
lution of the pressure transducer. The transducer resolution is in-
dicated with error bars in Fig. 6. At low Reynolds numbers, the
data lie between the results from Refs. �5,12� for P /D values just
above and below that used here. At larger Re, the present data
exhibit smaller losses than the infinite array of Ref. �5�. It may be
that the presence of the cross-stream walls in the present case
suppresses wake oscillations and thus inhibits losses.

It is also interesting to note how many cylinders must be tra-
versed before periodic behavior is generated. This is investigated
through measurement of the pressure coefficient from one pres-
sure tap to the next Cp,i−j =
Pi−j / �1/2�Umax

2 �. The first subscript i
refers to the cylinder �and pressure tap� at which the positive side
of the pressure sensor is attached, while the second subscript j
refers to the cylinder where the negative side is attached �see Fig.
1�. The loss from the first cylinder to the second is much less than
the losses across the remainder of the cylinders for lower Rey-
nolds numbers �Re�15,000�. This phenomenon is not present at
larger Reynolds numbers. In all cases, the pressure drops between
the remaining cylinders are similar.

Profiles of several flow quantities on a line midway between the
centerline cylinder and the half-cylinders downstream �see Fig. 1�
are now presented. The time-averaged profiles of the streamwise
and cross-stream components of velocity �U and V, respectively�
are shown in Figs. 8 and 9, respectively.

Starting with the streamwise component, in each case, the pro-
file is symmetric with velocity peaks on either side of the center-
line cylinder, and reverse flow is present in the cylinder wake in
the center of the channel for all but the largest Reynolds number.
Generally, as the Reynolds number is increased, the magnitudes of
peaks decrease as the peaks become broader. The wake deficit also
becomes smaller at this location, notably for the highest Reynolds
number. In fact, the wakes for this case show no reverse flow here.

The peaks have moved toward the centerline considerably, and the
shape of the peak is modified compared to lower Re values.

In the cross-stream component profiles �Fig. 9�, all cases with
Re�2620 have a flat region of low cross-stream velocity in the
wake. The largest Reynolds number exhibits a continuous varia-
tion of V across the wake, indicating that this measurement is
downstream of the recirculation region for these two cases. This
observation is confirmed below in Fig. 14.

Profiles of the measured Reynolds stresses are shown in Figs.
10–12. It should be noted that slow PIV measurements such as
these cannot distinguish between turbulence and oscillations gen-
erated by vortex shedding or shear-layer instabilities. Also, while
some of the profiles do not appear completely symmetric, the
asymmetries generally fall within the 13% uncertainty reported
above. At this location, the streamwise fluctuations �Fig. 10� in the
wake of the cylinder are very small for the steady laminar �Re
=237� case and increase with Reynolds number up to Re
=15,100 before decreasing for the highest Reynolds numbers
measured. Closer to the channel walls, the largest fluctuation val-
ues are for Re=2621. These peaks are very large for 1140�Re
�2621 and become smaller while moving toward the centerline
for higher Reynolds numbers.

Interestingly, unlike the streamwise fluctuations, the cross-
stream fluctuations �Fig. 11� are very small for Re=507, similar to
lower Reynolds numbers. Again, the largest fluctuations are at two
peaks on either side of the centerline for Re=2621, and these
peaks diminish in size while moving closer to the centerline for
higher Reynolds numbers as the wake of the cylinder becomes
smaller.

Reynolds shear stresses �Fig. 12� are essentially zero for Re
�507 indicating no significant turbulent transport. The Reynolds
shear stress profiles do not vary much for larger Reynolds num-
bers. The peak values become somewhat smaller as the peaks
move inward, similar to the planar stresses.

Fig. 6 Pressure losses represented by minor loss factors.
Data for equilateral triangle arrays from Žukauskas †5‡ with
P /D=1.5 and 2.0 and Bergelin et al. †12‡ with P /D=1.25 and 1.5
are also included.

Fig. 7 Pressure drop coefficient Cp=�P / „1/2�Umax
2

… in be-
tween taps for several values of Reynolds number
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Streamline plots �lines drawn parallel to the velocity vector�
can be used to find the mean stagnation point that represents the
edge of the recirculation region. We define the distance from the
base of the cylinder to this point as the wake length Lw. An ex-

ample of a streamline plot is shown in Fig. 13. The wake length
for the full cylinder as well as the half-cylinder on the wall below
and upstream of it can be found from the wide-angle data. A value
reported more often is the recirculation length Lc or the stream-
wise distance from the separation point to the end of the wake
�this definition is also shown in Fig. 13�. Unfortunately, the sepa-
ration points are not visible in the wide-angle data. They are
known for the subset of Reynolds numbers for which high-
resolution data are acquired �cf. Fig. 25�. We note that the high-
resolution data do not include the ends of the wake regions.

Fig. 8 Cross-stream profiles of the mean streamwise velocity
for a range of Reynolds numbers halfway between the fourth
cylinder and the following half-cylinders „as indicated in Fig. 1….
Every third data point is shown.

Fig. 9 Cross-stream profiles of the mean cross-stream veloc-
ity for a range of Reynolds numbers halfway between the fourth
cylinder and the following half-cylinders „as indicated in Fig. 1….
Every third data point is shown. Symbols as in Fig. 8.

Fig. 10 Cross-stream profiles of the streamwise Reynolds
normal stress u�u� /Uav

2 halfway between the fourth cylinder and
the following half-cylinders „as indicated in Fig. 1…. Every third
data point is shown. Symbols as in Fig. 8.

Fig. 11 Cross-stream profiles of the cross-stream Reynolds
normal stress v�v� /Uav

2 halfway between the fourth cylinder and
the following half-cylinders „as indicated in Fig. 1…. Every third
data point is shown. Symbols as in Fig. 8.
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Therefore, Lc is determined for the center cylinder using a com-
bination of the wide-angle and high-resolution data. The distance
from the base of the cylinder to the separation point is determined
from the high-resolution data �the missing Reynolds number val-
ues are interpolated based on a smooth fit of the data shown later
in Fig. 25� and is added to the wake length to get the recirculation
length. These data are shown in Fig. 14 along with data from other
studies for cylinder arrays and single cylinders. At very low Rey-
nolds numbers, the recirculation region length increases before
reaching a maximum at about Re=400. The recirculation region
shrinks with increasing Reynolds number beyond this value. It is
interesting to note that the wake lengths for the wall cylinders
tend to be larger than that of the center cylinder, and that the
difference becomes larger with Reynolds number. The numerical
data of Moulinec et al. �30� for an array of equally spaced stag-
gered cylinders with spacings P /D=2 and 3 lie below and above

the present data, respectively. These data show no decrease in the
recirculation length with Reynolds number. One cannot make a
direct comparison here, since these data are for cylinders arranged
in a square array rather than equilateral triangles as in the present
case. These authors found the extent of the wake to be a strong
function of the cylinder spacing in this range, with the wakes
essentially disappearing for smaller P /D values. Data from Bal-
achandar et al. �37� for a single cylinder are also shown. The
recirculation lengths are similar to the P /D cylinder array from
Ref. �30�, and like the present case, the recirculation length grows
before becoming smaller at larger Reynolds numbers. For the
single cylinder, the maximum occurs at a larger Re value than for
the arrays.

6 High-Resolution Results
Since it is not possible to examine the cylinder boundary layer

in the initial set of data, a second data set was acquired at much
higher resolution. Since the camera was not centered on the cyl-
inder for these data, the surface of the cylinder is visible to the
camera. For several values of Reynolds number, three fields of
view were acquired, as shown in Fig. 15. These three views were
chosen to ensure that the boundary layer could be examined from
the stagnation point to the separation point. The spatial resolution
of these data �i.e., the size of the final interrogation region� is
0.185 mm or 0.00365D.

Examination of the instantaneous vector fields reveals what ini-
tially appears to be very distinct differences between the boundary
layers for Re=2621 and 15,075. Vector fields from the middle and

Fig. 12 Cross-stream profiles of the Reynolds shear stress
u�v� /Uav

2 halfway between the fourth cylinder and the next half-
cylinders „as indicated in Fig. 1…. Every third data point is
shown. Symbols as in Fig. 8.

Fig. 13 Definition of the separation angle �, wake length Lw,
and recirculation length Lc. Streamlines are for flow at Re
=237.

Fig. 14 Measures of the wake length relative to the diameter
as a function of Reynolds number for the centerline cylinder
and for the half-cylinder on the lower wall. Data from Moulinec
et al. †30‡ and Balachandar et al. †37‡ are also shown for
reference.
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rear views for these two Reynolds number values are shown in
Figs. 16 and 17. While the external flow fields are turbulent in
both cases �with smaller eddies present in the higher Reynolds
number case�, the boundary layer is clearly laminar at Re=2621.
This claim is based on the fact that the boundary layer is thick and
steady �one must view several instances to appreciate the steadi-
ness or lack thereof. Animations are available on the EFDL web-
site �36��. The separated flow rolls into eddies that are easily re-
solved by the PIV system. At Re=15,075, the much thinner
boundary layer separates from the cylinder. Very small eddies are
present near the surface but not in the boundary layer. As shown
below, the time-averaged separation point is nearly unchanged.

Composites of the velocity fields and normalized statistics of
the three views are shown in Figs. 18–23. As Re is increased, the
flow velocity magnitude becomes more uniform �as evidenced by
fewer magnitude contour levels�. The magnitude behind the cyl-
inder also increases steadily with Re. The Reynolds shear stress at
Re=237 is very low �and is thus plotted at a smaller increment�.
The levels of all of the Reynolds stresses increase rapidly with
Reynolds number. At Re=507, which is considered to be laminar
but unsteady, the Reynolds stresses appear much larger. This is
due to the oscillating flapping motion of this case and does not
represent turbulence. Normal fluctuations �urms and vrms� are very
small for the lowest Re case and increase steadily with Re, espe-
cially in the wake of the cylinder where levels reach 60% of the
mean velocity. At Re=237, there are significant streamwise fluc-
tuations �20%� while the cross-stream fluctuations remain very
small. We interpret this as a “surging” of flow along one side of
the cylinder at the expense of the other. The unsteady laminar case
�Re=507� has more than double this fluctuation level. The fluc-
tuations in the boundary layer on the rear of the cylinder also
increase significantly as Re increases from 2621 to 15,075. This
may indicate transition of the boundary layer from laminar to
turbulent on the rear of the cylinder or simply an increase in the
large-scale fluctuations.

The y profiles of the U component of velocity at =90 deg
�which are identical to r profiles of the U component� are shown
in Fig. 24. Although the profiles appear to form two distinct
groups, above and below Re=3000, we believe that this is simply
a Reynolds number effect. Recasting these same data in wall co-
ordinates �not shown� reveals that none of these profiles exhibit a
log layer. We therefore conclude that in all cases, the boundary
layer remains laminar at least up to 90 deg.

From these same velocity fields, the time-averaged separation
point was found and is shown in Fig. 25. It is very interesting to
note that unlike flow over a single cylinder, the separation never
occurs on the front of the cylinder. The separation angle decreases
with increasing Reynolds number and reaches a minimum near
Re=15,000. For larger Reynolds number, the separation angle in-
creases rapidly with Reynolds number. This may indicate that
boundary layer transition is occurring and moving forward on the
cylinder as Reynolds number increases.

7 Concluding Remarks
The present experiment was undertaken primarily to determine

the variation of flow regime versus Reynolds number for a con-
fined row of short cylinders simulating some aspects of flows in
the lower plenum of a typical GCR design and to examine
whether useful guidance is provided by existing data for large
arrays of long circular cylinders. Streamwise central cylinders and
wall-mounted half-cylinders formed an equilateral triangular pat-
tern with P /D about 1.7 and H /D about 7. Reynolds numbers,
based on minimum flow area and cylinder diameter, ranged from
about 240 to 56,000. Measurements included pressure drop per
row and PIV data for instantaneous and mean velocity fields plus
related mean statistics. For the third cylinder and beyond, the flow
was approximately streamwise periodic. The PIV fields were ob-
tained away from the side-walls in the central region where the
flow was essentially two dimensional in the mean. The loss coef-
ficients are somewhat below the graphical correlations of Žukaus-
kas’ �5� for Reynolds numbers between 3000 and 56,000.

The detailed PIV results permitted categorizing the flow into
five regimes in contrast to the three suggested by Žukauskas’ �5�.
These regimes are as follows:

1. steady laminar flow �Re�398�
2. unsteady laminar flow �444�Re�507�
3. mixed, partially turbulent flow �597�Re�1858�
4. mixed turbulent flow �Re�2621�
5. turbulent flow �none of the present cases are conclusively in

this regime�

Fig. 15 The high-resolution data domains. The dimensions of
each field of view are shown at top right. Three fields of view
were acquired at each Reynolds number.

Fig. 16 Example of instantaneous vector field for Re=2621.
We note that the plot is a composite of two different fields of
view that were acquired at different times.

Fig. 17 Instantaneous vector field for Re=15,075. We note that
the plot is a composite of two different fields of view that were
acquired at different times.
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These regimes were related to the Reynolds numbers of the
present experimental runs but further measurements—beyond the
present scope—would be desirable to define some boundaries

more exactly. In particular, the transition from the mixed turbulent
regime to the “fully” turbulent regime could be better defined if
more data were available.

Fig. 19 The time-averaged contours of velocity magnitude „top left, increment is 0.2…, Reynolds shear stress
u�v� /Uave

2
„bottom left, increment is 0.05…, relative streamwise rms level urms/Uave „top right, increment is 0.05…,

and relative cross-stream rms level vrms/Uav „bottom right, increment is 0.05… for Re=507.

Fig. 18 The time-averaged contours of velocity magnitude „top left, increment is 0.2…, Reynolds shear stress
u�v� /Uave

2
„bottom left, increment is 0.005…, relative streamwise rms level urms/Uave „top right, increment is 0.05…

and relative cross-stream rms level vrms/Uav „bottom right, increment is 0.05… for Re=237.
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In addition to determination of the overall fields for the
streamwise-periodic flow, PIV data from “high-resolution” views
provide details of the boundary layer development around the cen-
tral cylinder and, therefore, should serve as excellent benchmark

data for the assessment of computer codes proposed for applica-
tion to the lower plenums of gas-cooled nuclear reactors. For Rey-
nolds numbers as high as 56,000, on the front face of the cylinder
the apparent boundary layer thickness �defined as the distance to

Fig. 20 The time-averaged contours of velocity magnitude „top left, increment is 0.2…, Reynolds shear stress
u�v� /Uave

2
„bottom left, increment is 0.05…, relative streamwise rms level urms/Uave „top right, increment is 0.05…

and relative cross-stream rms level vrms/Uave „bottom right, increment is 0.05… for Re=1135

Fig. 21 The time-averaged contours of velocity magnitude „top left, increment is 0.2…, Reynolds shear stress
u�v� /Uave

2
„bottom left, increment is 0.05…, relative streamwise rms level urms/Uave „top right, increment is 0.05…

and relative cross-stream rms level vrms/Uave „bottom right, increment is 0.05… for Re=2621.
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the maximum velocity� is the order of 30 or less in wall coordi-
nates, so the use of wall functions in the turbulence model would
be inappropriate. Code users should be further cautioned that the

PIV software does not discriminate between periodic fluctuations
and turbulence when calculating mean statistics; therefore, the
root-mean-square quantities reported differ in definition from

Fig. 22 The time-averaged contours of velocity magnitude „top left, increment is 0.2…, Reynolds shear stress
u�v� /Uave

2
„bottom left, increment is 0.05…, relative streamwise rms level urms/Uave „top right, increment is 0.05…,

and relative cross-stream rms level vrms/Uave „bottom right, increment is 0.05… for Re=15,075

Fig. 23 The time-averaged contours of velocity magnitude „top left, increment is 0.2…, Reynolds shear stress
u�v� /Uave

2
„bottom left, increment is 0.05…, relative streamwise rms level urms/Uave „top right, increment is 0.05…,

and relative cross-stream rms level vrms/Uave „bottom right, increment is 0.05… for Re=55,920
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those employed in computer turbulence models. We recommend
using LESs �or at least unsteady Reynolds-averaged Navier-
Stokes �RANS� codes� when attempting to predict these measure-
ments.
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On the Use of High-Order
Accurate Solutions of PNS
Schemes as Basic Flows for
Stability Analysis of Hypersonic
Axisymmetric Flows
High-order accurate solutions of parabolized Navier–Stokes (PNS) schemes are used as
basic flow models for stability analysis of hypersonic axisymmetric flows over blunt and
sharp cones at Mach 8. Both the PNS and the globally iterated PNS (IPNS) schemes are
utilized. The IPNS scheme can provide the basic flow field and stability results compa-
rable with those of the thin-layer Navier–Stokes (TLNS) scheme. As a result, using the
fourth-order compact IPNS scheme, a high-order accurate basic flow model suitable for
stability analysis and transition prediction can be efficiently provided. The numerical
solution of the PNS equations is based on an implicit algorithm with a shock fitting
procedure in which the basic flow variables and their first and second derivatives re-
quired for the stability calculations are automatically obtained with the fourth-order
accuracy. In addition, consistent with the solution of the basic flow, a fourth-order com-
pact finite-difference scheme, which does not need higher derivatives of the basic flow, is
efficiently implemented to solve the parallel-flow linear stability equations in intrinsic
orthogonal coordinates. A sensitivity analysis is also conducted to evaluate the effects of
numerical dissipation and grid size and also accuracy of computing the basic flow de-
rivatives on the stability results. The present results demonstrate the efficiency and accu-
racy of using high-order compact solutions of the PNS schemes as basic flow models for
stability and transition prediction in hypersonic flows. Moreover, indications are that
high-order compact methods used for basic-flow computations are sensitive to the grid
size and especially the numerical dissipation terms, and therefore, more careful attention
must be kept to obtain an accurate solution of the stability and transition
results. �DOI: 10.1115/1.2776962�

1 Introduction
The prediction of stability and transition of hypersonic flows

over blunt bodies is of great importance for the accurate determi-
nations of aerodynamic loads and heating rates for high-speed
vehicles. The stability analysis of the flow over blunt slender bod-
ies at high Mach numbers faces three major problems: �1� the
computation of the basic flow field and the derivatives of the flow
variables with sufficient accuracy, �2� the formulation of the sta-
bility problem with proper account for the flow physics, and �3�
the accurate solution of the stability equations. Many theoretical
efforts have been put to solve these difficulties and improve the
results of stability and transition in hypersonic flows over blunt
bodies �1–7�. There are two main aspects of the current work: use
of high-order accurate solutions of parabolized Navier–Stokes
�PNS� schemes as basic-flow models for the stability analysis and
transition prediction of hypersonic laminar flows and efficient
implementation of a fourth-order compact finite-difference
scheme for the solution of stability equations.

An appropriate scheme for efficient computation and stability
analysis of high-speed flows over slender-body geometries is to
use the PNS equations �6,7�. The PNS equations are paraboliclike
with respect to the streamwise direction, hence the PNS schemes
can realize appreciable decreases in both computational time and
memory requirements relative to Navier–Stokes �NS� or thin-layer

NS �TLNS� solutions. The study has been shown that the stability
results are very sensitive to the grid size, and therefore, the accu-
racy of numerical methods used for basic-flow computations �6,7�.
Up to now, all the basic-flow models required for the stability
analysis and transition prediction of hypersonic axisymmetric
flows are based on usual finite-difference or finite-volume meth-
ods �1–7�. The main objective of the present work is to use high-
order accurate solutions of the PNS schemes �8–11� as efficient
basic-flow models for stability and transition prediction of hyper-
sonic axisymmetric flows over blunt and sharp slender bodies and
identifying sensitivities that should be considered if adequate sta-
bility and transition results are to be obtained.

An accurate numerical method for the computation of the sta-
bility equations is the fourth-order compact Euler–Maclaurin
scheme �12,13�. The fourth-order Euler–Maclaurin method has
smaller truncation error than the fourth-order compact Hermitian
formula. However, in applying the Euler–Maclaurin scheme, due
to the differentiation of the governing equations, the higher de-
rivatives of the basic-flow variables are required. It was found that
in general the higher derivatives obtained from the basic flow for
the stability analysis of hypersonic flow are less accurate �6,7�. In
the present study, consistent with the solution of the basic flow,
the fourth-order Hermitian formula, which does not need the
higher derivatives of the basic-flow profiles, is efficiently imple-
mented for the solution of the parallel-flow linear stability equa-
tions in the intrinsic orthogonal curvilinear coordinates.

To demonstrate the accuracy and efficiency of using high-order
compact solutions of the PNS schemes for use as basic flows, the
stability analysis is performed for hypersonic laminar flow over
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blunt and sharp cones at Mach 8 for the conditions of the experi-
ment of Stetson et al. �14,15� �the Stetson–Thompson–
Donaldson–Siler �STDS� blunt- and sharp-cone cases�. Both the
PNS and the globally iterated PNS �IPNS� schemes are used. The
IPNS scheme employs the full pressure gradient term in the sub-
sonic region of the boundary layer and it can provide the basic-
flow field and stability results comparable with those of the TLNS
scheme �6,7�. As a result, using the fourth-order compact IPNS
scheme, a high-order accurate basic-flow model suitable for sta-
bility analysis and transition prediction of hypersonic axisymmet-
ric flows can be efficiently provided. The numerical solution of
the PNS equations is based on an implicit algorithm with a shock
fitting procedure, similar to the Beam and Warming method
�6,7,16�, in which the basic-flow variables and their first and sec-
ond derivatives required for the stability calculations are automati-
cally obtained with the fourth-order accuracy �8–11�. The stability
and transition results using high-order accurate basic flows based
on the PNS and IPNS schemes are compared with those of the
second-order solutions. A sensitivity analysis is also performed to
study the effects of grid size and numerical dissipation used and
also accuracy of computing the basic-flow derivatives on the sta-
bility results. In addition, the transition results for the STDS blunt-
cone case are discussed.

2 Benchmark Cases
The most available theoretical stability results of hypersonic

axisymmetric flows �1–7,17� have been performed for the condi-
tions of the experiment of Stetson et al. �14,15�. Therefore, the
geometry and the freestream conditions are adapted to these wind-
tunnel cone experiments. Here, both sharp and blunt cones are
considered. For the STDS blunt-cone case, the flow conditions are
a freestream Mach number of M�=8, a freestream unit Reynolds
number of Re� /m=8.2021�106, and a freestream temperature of
T�

* =54.3 K. For the STDS sharp-cone case, the freestream Mach
number is set to M�=8, the freestream unit Reynolds number to
Re� /m=3.2808�106, and the freestream temperature to T�

*

=52.75 K. Both sharp and blunt cones have a half-angle of �c
=7 deg, and the study is performed at zero angle of attack. The
blunt cone has a spherical nose radius of RN=3.81 mm, and the
freestream Reynolds number based on this length is Re�=31,250.
The maximum arc length along the body of the sharp cone is set
to be Smax

* =1.9888 m, which corresponds to the freestream Rey-
nolds number of Re�=6.525�106.

3 Basic-Flow Models

3.1 Parabolized Navier–Stokes Equations. The PNS equa-
tions are obtained by dropping the unsteady term in the TLNS
equations and modifying the streamwise pressure gradient in the
streamwise momentum equation to permit stable marching. The
PNS equations for axisymmetric compressible flow can be written
in dimensionless and conservation form in the generalized coor-
dinate system �� ,�� as follows:

�F̄

��
+

�Ḡ

��
+ H̄ = 0

F̄ = F̄i Ḡ = Ḡi − Ḡv H̄ = H̄i − H̄v �1�
where the solution vector is

Ū = J−1Ũ = J−1��,�u,�v,E�T

The PNS equations are a mixed set of hyperbolic-parabolic
equations in the marching direction, provided that the inviscid
flow is supersonic, the streamwise velocity component is every-
where positive, and the streamwise pressure gradient term is either
dropped in the subsonic region or the “departure behavior” is
suppressed using a suitable technique �18–20�. For this study, the
technique of Vigneron et al. �19� is implemented to prevent de-

parture solutions.
In the approximation of Vigneron et al., the streamwise pressure

gradient in the momentum equations is split into an implicit con-
tribution and an explicit contribution

�p

��
= ��̄

�p

��
�

implicit
+ ��1 − �̄�

�p

��
�

explicit
�2�

The weighting function �̄ is determined as

�̄ = min�1,
�	M�

2

1 + �	 − 1�M�
2� �3�

where M� is the local streamwise Mach number and � is a safety
factor to account for nonlinearities in the analysis. To introduce
the technique of Vigneron et al. into the PNS equations, a new

vector F̄* is defined as

F̄* = F̄ − P �4�

Thus, the new form of the PNS equations appears as

�F̄*

��
+

�P

��
+

�Ḡ

��
+ H̄ = 0 �5�

where the inviscid vectors F̄* and P are

F̄* = J−1�
�Uc

�uUc + �̄�xp

�vUc + �̄�yp

�E + p�Uc

� P = J−1�
0

�x�1 − �̄�p
�y�1 − �̄�p

0
�

In this study, the ratio of specific heats is assumed constant, 	
=1.4, the molecular viscosity 
 is determined by the Sutherland
law, and the coefficient of thermal conductivity is calculated by
assuming a constant Prandtl number, Pr=0.72. Finally, the system
of PNS equations is closed by employing the perfect-gas equa-
tions of state. The preceding equations have been nondimension-
alized using the reference length L �RN or Smax

* � and freestream
conditions.

In the present PNS solver, the “elliptic” part of the streamwise
pressure gradient term ��P /��� responsible for upstream distur-
bance propagation is omitted to permit the space-marching proce-
dure to be stable.

3.2 Iterative Parabolized Navier–Stokes Equations. For the
computation and stability analysis of hypersonic axisymmetric
flow fields, the dropping of the explicit part of the streamwise
pressure gradient term affects the accuracy of basic-flow variables
and their derivatives and also stability and transition results. The
globally IPNS equations, called reduced Navier–Stokes equations,
employ the full pressure gradient term in the subsonic region of
the boundary layer and it can provide the basic-flow field and
stability results comparable with those of the TLNS scheme �6,7�.
The IPNS scheme is computationally more efficient than the
TLNS scheme, and therefore, using the fourth-order compact
IPNS scheme �8–11�, a high-order accurate basic-flow model suit-
able for stability analysis and transition prediction can be effi-
ciently provided.

The IPNS model used herein is based on the method proposed
by Barnett and Davis �20�. This IPNS scheme utilizes an alternat-
ing direction explicit �ADE� procedure which is in the form of a
two-step calculation procedure for each global iteration. In the
ADE method, the streamwise pressure gradient is split using the
technique of Vigneron et al. and a fictitious unsteady term is ap-
pended to the elliptic part as follows:

�p

��
= �̄

�p

��
+ �1 − �̄�� �p

��
−

�p

�t
� �6�

to permit the upstream propagation of information through the
subsonic region in a hyperbolic manner.
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4 Grid Generation and Marching Step Size
An algebraic grid scheme is utilized to compute flow field, as

shown in Fig. 1. The lines of constant � are distributed uniformly
along the body surface and are orthogonal to the body. To ensure
that the viscous regions are adequately resolved, the lines of con-
stant � are clustered near the body surface according to �18�

x − xw

xs − xw
= ā

y − yw

ys − yw
= ā �7�

where

ā = 1 + �̄�1 − ã�1−�/�max�

1 + ã�1−�/�max�� ã =
�̄ + 1

�̄ − 1

in which the clustering parameter �̄ is assigned to be 1.01 for all
calculations presented herein.

The step sizes employed in the downstream marching proce-
dure are ��=2�10−4 and 0.05 for the STDS sharp and blunt
cones, respectively.

5 Boundary Conditions and Initial Data Plane
The boundary conditions at the wall consist of no-slip condi-

tions for velocity components, a specified wall temperature or an
adiabatic wall, and zero pressure gradient approximation normal
to the wall. The wall for the cases studied here is assumed to be
adiabatic. At the upper boundary, the bow shock is fitted using a
shock fitting technique to obtain an accurate solution of the PNS
equations near the shock.

The starting data of the PNS equations are provided by the
solution of the TLNS equations for the blunt-cone case. Figure 1
shows the initial condition and the marching procedure for the
PNS equations. The starting solution on an initial data surface
where the inviscid flow is supersonic is obtained from the solution
of the TLNS model. The PNS equations are self-starting for the
sharp-cone case, and the initial data for the space-marching pro-
cedure are provided by the conical solution of the PNS equations.

6 Numerical Method
The numerical solution of the PNS and IPNS schemes is ob-

tained by using an implicit finite-difference method in the wall-
normal direction �, similar to the Beam and Warming method
�6,7,16�, in which the basic-flow variables and their first and sec-
ond derivatives required for the stability calculations are automati-
cally obtained with the fourth-order accuracy �8–11�. The numeri-
cal algorithm of the PNS equations for a marching step �� using
the first-order backward Euler implicit scheme can be written in
delta form as

�F̄*i + ��� ��Ḡ

��
+ �H̄�i

= − ��� �Ḡ

��
+ H̄�i

− �Pi �8�

After linearization, the equations are reduced to the following
nonconservative form:

C0�Ūi + C1�Ū�
i + C2�Ū��

i = CR �9�

where �Ūi= Ūi+1− Ūi and � ��=d /d�. The following fourth-order
compact relations for the first and second derivatives are used

�f�=�Ū�, f�=�Ū���

f j+1� + 4f j� + f j−1�

6
=

f j+1 − f j−1

2��
+ O����4

f j+1� + 10f j� + f j−1�

12
=

f j+1 − 2f j + f j−1

����2 + O����4 �10�

to complete the system of equations for computing the basic flow
and their derivatives. The preceding system of equations along
with the appropriate third-order accurate boundary conditions

f j − f j+1 + ����f j� +
����2

6
�2f j� + f j+1� � + O����4 = 0

f j − f j+1 + ����f j+1� −
����2

6
�f j� + 2f j+1� � + O����4 = 0

at the wall and the shock gives a block-tridiagonal system of

equations for ��Ūi ,�Ū�
i ,�Ū��

i �T with a block size of 12�12. A
block-tridiagonal solver is used to calculate the incremental solu-

tion vector ��Ūi ,�Ū�
i ,�Ū��

i �T, and then the flow variables and
the first and second derivatives are automatically determined as
follows:

Ūi+1 = Ūi + �Ūi

Ū�
i+1 = Ū�

i + �Ū�
i

Ū��
i+1 = Ū��

i + �Ū��
i �11�

At each station, the shock slope is iteratively corrected in an ex-
plicit manner. The iterative process is repeated at the shock until
the solution converges, and then the solution marches on the next
solution plane.

A sixth-order dissipation term is used to stabilize the numerical
instability of the method associated with central differencing in
the �-direction:

De = e� �F̄*

�Ū
� i

������3Ūi �12�

The stability analysis of the numerical algorithm has indicated the
method is stable for 0�e�1/32. Details of the numerical algo-
rithm, the boundary conditions implementation and also dissipa-
tion term used have been reported in �8–11�.

The present study indicates that the stability and transition re-
sults based on high-order compact basic-flow models are sensitive
to the numerical dissipation used in computing the basic flows,
especially for a lower number of grid points �see Sec. 8�.

7 Linear Stability Analysis

7.1 Linear Stability Equations. The parallel-flow linear sta-
bility analysis is employed for stability analysis and transition
prediction of hypersonic flow over axisymmetric bodies. The hy-
drodynamic stability theory is useful in indicating the major domi-
nant effects which hasten or delay transition in a relative sense.
Moreover, the transition location can be approximately predicted

Fig. 1 Marching procedure and initial condition for starting
the PNS solution over a blunt cone
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using a semi-empirical correlation such as the eN method.
The stability calculations of the flow over axisymmetric bodies

require the derivation of the disturbance equations in curvilinear
coordinates. The disturbance equations are derived from the
tensor-analytical form of the NS equations using the body intrinsic
curvilinear coordinate system. For the cone frustum, the curvature
of the body is zero, and the radius of the body changes linearly
with x. Therefore, the scale factors in this orthogonal curvilinear
coordinate system �� ,� ,�� are

h1 = 1 h2 = 1 h3 = r��� + � cos �c �13�

where r��� is the body radius and �� ,�� denote the actual dis-
tances along and normal to the body, respectively. The linear sta-
bility equations are obtained in the traditional way, that is, the
basic flow is perturbed by fluctuations in the flow; therefore, the
flow-field vector Q can be decomposed into a steady laminar axi-
symmetric mean value �basic flow� Qb= ��b ,Ub ,Vb ,0 ,Tb�T and an
unsteady three-dimensional perturbation quantity Q�
= ��� ,U� ,V� ,W� ,T��T as follows:

Q��,�,�,t� = Qb��,�� + Q���,�,�,t� �14�

Then, by substituting these equations into the NS equations and
subtracting from the governing equations corresponding to the
steady basic flow, one can obtain the governing equations for the
disturbances Q�. All terms including those arising from longitudi-
nal and transverse curvatures are considered. The streamwise
variation of the basic flow is neglected under parallel-flow as-
sumption, that is,

Ub = Ub��� Vb = 0 �b = �b��� pb = pb��� Tb = Tb���
�15�

Since the disturbances are assumed small, the disturbance equa-
tions can be linearized; that is, the terms quadratic or higher in the
disturbances and their derivatives may be neglected. When it is
assumed that the disturbance vector Q� for an instability wave can
be expressed as

Q���,�,�,t� = Q� ���exp�i��� + �� − �t�� �16�

the linearized disturbance equations are reduced to the following
system of ordinary differential equations:

A
d2Q�

d�2 + B
dQ�

d�
+ CQ� = 0 �17�

where Q� = ��� ,U� ,V� ,W� ,T��T and A, B, and C are 5�5 matrices.
These linearized equations with the homogeneous boundary con-
ditions constitute an eigenvalue problem as follows:

� = ���,�� �18�

which can be solved by standard eigenvalue techniques. All quan-
tities are scaled with freestream conditions and the length l�

=	��
* S* /U�

* . Therefore, the nondimensional forms of the wave
numbers and the frequency appear as

� = �*l� � = �*l� � = 2�f*l�/U� �19�

The stability analysis considered here is based on the spatial
theory where � is real and � and � are complex. The real and
imaginary parts of � give the wave number and the disturbance
growth rate, respectively, and unstable disturbance is expected for
−�i�0. Details of the above formulation can be found in Refs. 2
and 7.

7.2 Numerical Solution of Stability Equations. An accurate
numerical method for the solution of the stability equations is the
two-point fourth-order compact Euler–Maclaurin scheme �12,13�.
However, in applying the Euler–Maclaurin scheme, due to the
differentiation of the governing equations, the higher derivatives
of the basic-flow variables are required. It was shown that in

general the higher derivatives obtained from the basic flow for the
stability analysis of hypersonic flow are less accurate �6,7�. Here,
consistent with the solution of the basic flow, the fourth-order
Hermitian formula, which does not need the higher derivatives of
basic-flow profiles, is efficiently implemented for the solution of
the parallel-flow linear stability equations in the intrinsic orthogo-
nal coordinates. The fourth-order Hermitian formulation for solv-
ing the stability equations �17� requires a coordinate transforma-
tion to employ the compact relations �10� in a uniform grid
distribution in the wall-normal direction ��̄�

Ā
d2Q�

d�̄2 + B̄
dQ�

d�̄
+ C̄Q� = 0 �20�

where

Ā = A
d�̄

d�
�2

B̄ = A
d2�̄

d�2 + B
d�̄

d�
C̄ = C

Equation �20� and the compact relations for the first and second
derivatives �10� along with appropriate boundary conditions con-

stitute a block-tridiagonal system of equations for �Q� ,Q� � ,Q� ���T

with a block size of 14�14. Note that the continuity equation
does not need the second derivative of the disturbance relation
����. The above formulation can be set into a reduced form by
substituting the second derivatives of the disturbance variables

F� = �U� �� ,V��� ,W� �� ,T����T from Eq. �20�

F� = − �B̄�Q� � + C̄�Q� �

B̄� = Ā−1B̄ C̄� = Ā−1C̄ �21�

into the compact relations for the second derivatives �10�, which
yields

h2�B̄�Q� �� j−1 + 10h2�B̄�Q� �� j + h2�B̄�Q� �� j+1 + �12I� + h2C̄ j−1� �Q� j−1

+ �− 24I� + 10h2C̄ j��Q� j + �12I� + h2C̄ j+1� �Q� j+1 = 0 �22�

where h=��̄, I� is the unit matrix with a block size of 4�5, and

B̄� and C̄� are 4�5 matrices. Equation �22� together with the
continuity relation for the disturbance equation and the compact
relations for the first derivatives �10� along with appropriate
boundary conditions give a block-tridiagonal system of equations
with a block size of 10�10. The Euler–Maclaurin would require
the solution of 7�7 block-tridiagonal system. The present calcu-
lations have indicated that the computational times for these two
numerical methods for the solution of the stability equations are
approximately the same. The present formulation for solving the
stability equations is consistent with the solution of the basic flow
and it does not require the higher derivatives of basic-flow pro-
files, which in general are less accurate. Details of the above for-
mulation can be found in Ref. 7.

8 Results and Discussion
The stability analysis of hypersonic laminar flow over blunt and

sharp cones at Mach 8 is studied by using high-order accurate
solutions of PNS schemes as basic flows. A sensitivity analysis is
also performed to investigate the effects of grid size and numeri-
cal dissipation and also accuracy of computing the basic-flow de-
rivatives on the stability results. In addition, the transition results
for the STDS blunt-cone case are discussed.

For hypersonic flows, the experiments by Stetson et al. �14,15�
and also the prediction by Mack �21� clearly indicate the emer-
gence of second-mode instability. It is also found that second-
mode waves are most amplified when they are axisymmetric ��
=0�. Therefore, the stability and transition results presented herein
are based on the two-dimensional second-mode computations.
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8.1 Stability Results

8.1.1 Stetson–Thompson–Donaldson–Siler Blunt-Cone Case.
The accuracy of the present formulation for the fourth-order Her-
mitian method for the solution of stability equations is tested by
comparison with the results of the Euler–Maclaurin method for
the STDS blunt-cone case. Figure 2 compares the second-mode
spatial growth rates obtained by the solution of the linear stability
equations using the Hermitian and Euler–Maclaurin methods at
the desired station, S* /RN=175, by employing the second-order
solution of the PNS model �6,7� as basic flow. The stability results
are presented for different grid sizes. It is clear that the stability
results based on two methods are the same for all the grid points
used in computing the basic flow. The figure also indicates the
sensitivity of the stability results to the grid size, and therefore,
the accuracy of basic-flow computation. The following stability
results are based on the fourth-order Hermitian formula imple-
mented to the linear stability equations.

Figure 3 demonstrates a comparison of the spatial growth rates
for the second-order central and fourth-order compact solutions of
the PNS model at Station 175. Note that the fourth-order and
sixth-order dissipation terms are used for the second-order central
and fourth-order compact methods, respectively. It is found that
the stability results based on the fourth-order compact solution of
the PNS equations using Jmax=200 are comparable with those of
the second-order solution using Jmax=400. It is obvious that the
converged solution of the stability results for the fourth-order
compact PNS solution at Station 175 is obtained using Jmax
=200, which is much lower than that of the second-order PNS
solution, Jmax=400. It is clear that the fourth-order compact PNS
solution with Jmax=100 gives accurate stability results except near
the right region of the second mode.

To clarify this problem, a comparison of the generalized inflec-
tion profiles G for the second-order central and fourth-order com-
pact solutions of the IPNS model at Station 175 is performed, as
shown in Fig. 4. In fact, the generalized inflection profile G is a
good indicator for obtaining the accurate stability results �6,7�. It
can be seen that by increasing the number of grid points near the
high gradient region of the G profile from Jmax=100 to Jmax
=140, accurate solution of the G profile can be obtained and os-

cillations near the critical layer are removed. This is due to the
effect of the sixth-order numerical dissipation in this high gradient
region, and by using a smaller dissipation value e=0.0002 even
with a lower number of grid points, i.e., Jmax=100, more accurate
solution can be achieved. A similar behavior was observed for the
higher derivatives of the basic-flow profiles obtained by imple-
menting the fourth-order compact method to the PNS equations
�8–11�. Figure 5 verifies this result. It is found that with decreas-
ing value of numerical dissipation in calculating the basic flow
using the PNS equations, the stability results computed by Jmax

Fig. 2 Comparison of spatial growth rates by solution of sta-
bility equations using Hermitian and Euler–Maclaurin methods
for the STDS blunt-cone case, M�=8 and Re�=31,250 at S
=175

Fig. 3 Comparison of spatial growth rates for second-order
central and fourth-order compact PNS solutions for the STDS
blunt-cone case, M�=8 and Re�=31,250 at S=175

Fig. 4 Comparison of the generalized inflection profiles G for
second-order central and fourth-order compact IPNS solutions
for the STDS blunt-cone case, M�=8 and Re�=31250 at S
=175
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=100 converge to the solution of Jmax=200. For a higher number
of grid points, i.e., Jmax=200, the stability results become less
sensitive to the numerical dissipation value used in computing the
basic flow using the fourth-order compact method.

Besides the global accuracy, the main advantage of the fourth-
order compact finite-difference method for the solution of the flow
field is that the derivatives of basic flow required for stability
computations are automatically computed with the same accuracy
of the basic flow and no intermediate computation of the deriva-
tives, which usually produces wiggles in these profiles, is needed
�8–11�. Figure 6 gives the effects of accuracy of computing the
basic-flow derivatives in the fourth-order solution of the PNS
model using e=0.0002 on the stability results at Station 175.
Although the basic-flow field is obtained by the fourth-order com-
pact solution, it is evident that computing the derivatives of the
basic flow using the fourth-order compact solution, especially for
a lower number of grid points, i.e., Jmax=100, produces more
accurate stability results compared to those of the second-order
differencing of the compact solution. However, as the number of
grid points increases, the accuracy of the stability results becomes
independent of the way of computing the derivatives, as shown in
Fig. 6.

Figure 7 indicates a comparison of the spatial growth rates for
the fourth-order compact solution of the PNS and IPNS models
with those of the second-order solution of the TLNS model at
Station 175. The stability results based on the fourth-order com-
pact solution of the IPNS model using Jmax=100 and e=0.0002
are comparable with those of the TLNS model using Jmax=200 for
the most amplified region of second mode, and more accurate
solution using the fourth-order IPNS model is obtained near the
first-mode region and the right branch of second mode than those
of the TLNS model. Using the fourth-order compact IPNS
scheme, a high-order accurate basic-flow model suitable for sta-
bility analysis and transition prediction of hypersonic axisymmet-
ric flows can be efficiently provided.

The CPU time comparison of the various solutions for the
STDS blunt-cone case is performed to show the efficiency of us-
ing the high-order compact PNS schemes. The present calcula-
tions using the PNS and IPNS schemes are performed on a

3.2 GHz Pentium IV computer. The solutions for both the second-
order central and fourth-order compact IPNS models are obtained
for the global region 4�S�250, which includes approximately
5000 marching steps ���=0.05� for each global iteration. The
computations are considered to be converged when the root mean
square �rms� of the relative change in pressure is less than 1
�10−6. Based on the second-order central and fourth-order com-
pact IPNS models using Jmax=200, the computation times are
about 9 min and 105 min �about 6 s and 70 s for those of the PNS
models�, respectively. The CPU time of the second-order TLNS

Fig. 5 Effect of grid size and numerical dissipation value on
spatial growth rates in the fourth-order compact PNS solution
for the STDS blunt-cone case, M�=8 and Re�=31,250 at S
=175

Fig. 6 Effect of accuracy of computing basic-flow derivatives
on spatial growth rates in the fourth-order compact PNS solu-
tion for the STDS blunt-cone case, M�=8 and Re�=31,250 at
S=175

Fig. 7 Comparison of spatial growth rates for fourth-order
compact PNS and IPNS solutions with second-order TLNS so-
lution for the STDS blunt-cone case, M�=8 and Re�=31,250 at
S=175
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solution in the nose region using �80�200� grid points is about
2 h, which must be added to the times of the PNS and IPNS
solutions. The CPU time of the second-order TLNS solution for
the region S�250 using �1300�200� grid points was about 260 h
on a Cray Y-MP for fully vectorized code �2�. It should be noted
that the convergence rate of the TLNS solution is slow especially
for large values of S, because the shock shape is not known prior
to the computation, requiring that the shock location is computed
as a part of the solution. This statement can be confirmed by
comparing the computational time of the TLNS solution for the
whole flowfield and that of the TLNS solution in the nose region.
It is clear that both the fourth-order PNS and IPNS schemes sig-
nificantly reduce the computational time �and memory� required
to obtain basic flows in comparison with the TLNS scheme.

8.1.2 Stetson–Thompson–Donaldson–Siler Sharp-Cone Case.
The stability analysis of the STDS sharp-cone case is also pre-
sented to show the robustness and accuracy of the high-order
compact PNS schemes for use as basic flows in predicting the
stability characteristics of high-speed flows over sharp bodies. The
stability results are compared with the theoretical stability results
by Mack �17�. For the STDS sharp-cone case, the stability results
are presented at the marching location, S* /Smax

* =0.326, which ap-
proximately corresponds to the local Reynolds number based on
boundary-layer edge conditions, Ree,l=Ue

*le /�e
*=	Ue

*S* /�e
*=1730.

The accuracy of the fourth-order Hermitian method for the so-
lution of the stability equations is also demonstrated by compari-
son with the results of the Euler–Maclaurin method for the STDS
sharp-cone case. Figure 8 shows a comparison of the second-
mode spatial growth rates obtained by the solution of the linear
stability equations using the Hermitian and Euler–Maclaurin
methods at the desired station, Ree,l=1730, by employing the
second-order solution of the PNS model �6,7� as basic flow for
various number of grid points in the wall-normal direction. It is
evident that two methods give the same stability results for all the
grid points used in calculating the basic flow. The sensitivity of
the stability results to the grid size and therefore the accuracy of
basic-flow computation is clearly revealed.

Figure 9 compares the spatial growth rates for the second-order

central and fourth-order compact solutions of the PNS model at
station Ree,l=1730. Based on the study of the STDS blunt-cone
case, the numerical dissipation value for the solutions of compact
PNS schemes is set to be e=0.0002. It can be seen that the
fourth-order compact PNS solution using only Jmax=100 can ac-
curately predict the spatial growth rates of the second mode.

For the STDS sharp-cone case, the present computations based
on the fourth-order IPNS model using Jmax=100 are compared
with the results of Mack at the desired station, Ree,l=1730, as
shown in Fig. 10. The stability results based on the fourth-order
IPNS model using Jmax=100 are nearly the same as Mack’s re-
sults. The differences between the present calculations and Mack’s
results are caused by both different basic flows and different sta-
bility codes �6,7�. Mack used locally planar flow and neglected all
1 /h3 terms �curvature terms�. He calculated the basic flow using
the boundary-layer equations by ignoring the inviscid-viscous in-
teraction. The differences between the present stability results for
the left region of the neutral curve are due to the effect of curva-
ture terms. It can be seen that the present stability results based on
the fourth-order IPNS model without curvature terms are in good
agreement with those of the planar stability study by Mack except
for the right branch of second mode. This difference is caused by
the inviscid-viscous interaction, which was neglected in Mack’s
study �6,7�. It should be noted that the PNS equations are valid in
both the viscous and inviscid portions of the flow field and there-
fore, high-order accurate PNS models are more preferable than the
boundary-layer equations for computing these flow fields.

8.2 Transition Results. To determine the location of the tran-
sition onset, the classical linear stability theory in conjunction
with the eN method is employed. The N factor is defined by the
envelope of the total amplification curves as follows:

N = max
f
�ln
 A

A0
�� = max

f
�−�

�o

�

�id�� �23�

in which A=A��� denotes the disturbance amplitude and Ao refers
to the streamwise position �o where the disturbance becomes am-

Fig. 8 Comparison of spatial growth rates by solution of sta-
bility equations using Hermitian and Euler–Maclaurin methods
for the STDS sharp-cone case, M�=8 and Re�=6.525Ã106 at
Ree,l=1.73Ã103

Fig. 9 Comparison of spatial growth rates for second-order
central and fourth-order compact PNS solutions for the STDS
sharp-cone case, M�=8 and Re�=6.525Ã106 at Ree,l=1.73
Ã103
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plified. The STDS blunt-cone case is considered herein.
Figure 11 compares the curves of second-mode spatial growth

rate for the second-order central and fourth-order compact meth-
ods as basic flows. Along each curve, frequency f is held constant.
Curves for three frequencies, namely, 120 kHz, 140 kHz, and
160 kHz are shown. Recall that the fourth-order and sixth-order
dissipation terms are used for the second-order central and fourth-
order compact methods, respectively. All the stability and transi-
tion results are presented for ��=0.05. The curves of the second-
order method with Jmax=200 in the left branch differ slightly from

the other curves and at higher Reynolds numbers completely de-
viate and their second-mode spatial growth rates vanish rapidly,
which shows that the second-order method with Jmax=200 is not
much accurate for the stability and transition analysis. However,
the curves of the second-order method with Jmax=400 and the
fourth-order compact method with Jmax=200 and e=0.001 have a
little difference with the curves of the fourth-order compact
method with Jmax=200 and e=0.0002, and with Jmax=400 and
e=0.001. These last two curves are almost identical, and com-
paring with the other curves shows the sensitivity of the stability
results to the numerical dissipation even for the high-order com-
pact basic-flow models used. This figure also ensures the conver-
gence of the curves toward the fourth-order compact method with
Jmax=400 and e=0.001.

Figure 12 shows the second-mode N-factor calculations for the
STDS blunt-cone case. Three frequencies, namely, 120 kHz,
140 kHz, and 160 kHz, are shown for different number of grid
points and for both the second-order central and fourth-order com-
pact IPNS models as basic flows. Considering the fourth-order
compact basic-flow model with Jmax=400 as the most accurate
curve, the curves of the second-order method underestimate the
N-factor in the most region and other curves of the fourth-order
compact method overestimate the N factor. The effect of numeri-
cal dissipation value on the transition results is also investigated.
The N-factor curves of the fourth-order compact method with
Jmax=200 and e=0.0002, and with Jmax=400 and e=0.001 are
almost the same. Comparing these curves with that of Jmax=200
and e=0.001 indicates that reducing the amount of numerical
dissipation in calculating the basic flow using the high-order com-
pact method is crucial for preserving the accuracy of the stability
and transition results. It should be noted that the stability and
transition results based on both the second-order central and
fourth-order compact methods using Jmax=400 are not very sen-
sitive to the amount of numerical dissipation used �not shown in
Figs. 11 and 12�. The results also indicate that since the distance
between grids increases with S, the effect of numerical dissipation
becomes more important on the flow stability and transition. In
addition, the study shows that while the fourth-order numerical
dissipation term in the solution of the second-order PNS schemes

Fig. 10 Comparison of spatial growth rates for the STDS
sharp-cone case, M�=8 and Re�=6.525Ã106 at Ree,l=1.73
Ã103

Fig. 11 Comparison of f=const curves of spatial growth rates
for second-order central and fourth-order compact IPNS mod-
els for the STDS blunt-cone case, M�=8 and Re�=31,250

Fig. 12 Comparison of computed second-mode N-factor for
second-order central and fourth-order compact IPNS models
for the STDS blunt-cone case, M�=8 and Re�=31,250
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has a stabilizing influence on the most regions of second-mode
spatial growth rate curves, the sixth-order dissipation term in the
solution of the fourth-order compact PNS schemes has a destabi-
lizing effect �see Figs. 11 and 12 and also Tables 1 and 2�.

Figures 13 and 14 illustrate the curves of second-mode spatial
growth rates and the N-factor computation based on the fourth-
order compact PNS and IPNS models over Re�,l, respectively. As
shown in Fig. 13, the spatial growth rates for different frequencies
are shifted to the right for the PNS solution with respect to the
IPNS solution as basic flow with higher maximum growth rate but
shifted into the envelope of spatial growth rate curves. As a result,
the predicted transition location by the PNS model is expected to
be higher than that of the IPNS model for the STDS blunt cone
�see Tables 1 and 2�. This is due to omitting part of unfavorable
streamwise pressure gradient term in the PNS model, which de-
lays the transition location. Therefore, the accurate transition pre-

diction can be obtained by the IPNS solution �equivalent to the
TLNS solution� and someone should be careful for the use of PNS
scheme as a basic flow to predict transition.

N=5.5 is assumed for prediction of the transition location
�1,5–7�. Tables 1 and 2 summarize the transition location for the
PNS and IPNS models. Using the second-order central and fourth-
order compact methods with different number of grid points and
different numerical dissipation values, the results indicate that
transition Reynolds number for the PNS model is higher by
40–50 units. Furthermore, as it is obvious from Figs. 11 and 12,
the stability and transition results of the fourth-order compact
method with Jmax=200 and e=0.0002 and with Jmax=400 and
e=0.001 are nearly the same. Based on the fourth-order compact
PNS and IPNS models using Jmax=400, transition takes place at
Re�,l=2790 and Re�,l=2750, respectively, which is lower than
those predicted by the second-order PNS and IPNS models
�Re�,l=2801 and Re�,l=2760� and also Malik et al. �1� and Stilla
�5� �Re�,l=2800�. The present results demonstrate that transition
location is sensitive to the accuracy of the basic flow, grid reso-
lution, and the amount of numerical dissipation used in computing
basic flows using the PNS schemes.

9 Concluding Remarks
In the present study, high-order accurate solutions of PNS

schemes are used as basic-flow models for stability analysis of
hypersonic axisymmetric flows over blunt and sharp cones at
Mach 8. Some conclusions regarding the stability and transition
computations of hypersonic axisymmetric flows based on high-
order compact PNS schemes as basic-flow models are as follows.

�1� It is found that the stability and transition results based on
high-order accurate basic flows are sensitive to the grid size
and especially the numerical dissipation terms used in com-
puting the basic flows, and therefore, more careful attention
must be kept to obtain an accurate solution of the stability
and transition results.

�2� Although the stability results based on the IPNS and TLNS

Table 1 Prediction of transition location for the STDS blunt-
cone case based on the PNS model

Method Grid Re�,l S e

Fourth-order
compact

400 2790 249.2 0.001
200 2789 248.9 0.0002
200 2786 248.3 0.001

Second-order
central

400 2801 251.1 0.01
200 2858 261.3 0.001
200 2864 262.5 0.01

Table 2 Prediction of transition location for the STDS blunt-
cone case based on the IPNS model

Method Grid Re�,l S e

Fourth-order
compact

400 2750 242.0 0.001
200 2748 241.7 0.0002
200 2740 240.3 0.001

Second-order
central

400 2760 243.7 0.01
200 2810 252.7 0.001
200 2815 253.5 0.01

Fig. 13 f=const curves of spatial growth rates for fourth-order
compact PNS and IPNS models for the STDS blunt-cone case,
M�=8 and Re�=31,250 „�f*=5 kHz…

Fig. 14 Second-mode N-factor computation for fourth-order
compact PNS and IPNS models for the STDS blunt-cone case,
M�=8 and Re�=31,250 „�f*=5 kHz…
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models are almost identical, the IPNS basic-flow model is
computationally more efficient than the TLNS model.
Therefore, using the fourth-order compact IPNS model, a
high-order accurate and efficient basic-flow model appro-
priate for stability analysis and transition prediction can be
provided.

�3� Besides the global accuracy, the main advantage of the
fourth-order compact finite-difference method used for
computation of the flow field is that the basic-flow vari-
ables and their derivatives required for stability computa-
tions are automatically calculated with the fourth-order ac-
curacy. The study shows that the stability results are
sensitive to the accuracy of computing the derivatives of
basic-flow profiles for a lower number of grid points. For a
higher number of grid points, the accuracy of the stability
results becomes independent of the way of computing the
derivatives.

�4� The present compact Hermitian formulation for solving the
stability equations is consistent with the solution of the ba-
sic flow and does not require the higher derivatives of the
basic-flow profiles, which in general are less accurate.

�5� The present study demonstrates the efficiency and accuracy
of using high-order compact solutions of the PNS schemes
for use as basic flows for the stability and transition predic-
tion of hypersonic axisymmetric flows.
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Nomenclature
De � explicit dissipation terms
E � total energy per unit volume
f � frequency

h1 ,h2 ,h3 � scale factors in � ,� ,� direction

F̄ , Ḡ , H̄ , F̄* , P � transformed flux vectors
J � Jacobian, J=�x�y −�y�x

G � generalized inflection profile,
G=d /dyn��dU /dyn�−�2�dU /dyn

le � Blasius length based on boundary-layer edge
conditions, le=	�e

*S* /Ue
*

l� � Blasius length based on freestream conditions,
l�=	��

* S* /U�
*

L � reference length, RN for blunt cone and Smax
*

for sharp cone
N � N factor
p � pressure
Q � flow-field vector, Q= �� ,U ,V ,W ,T�T

r � body radius
RN � dimensional nose radius

Re� � Reynolds number based on freestream condi-
tions and L ,Re�=U�

* L /��
*

Ree,l � Reynolds number based on freestream condi-
tions and le ,Ree,l=Ue

*le /�e
*=	Ue

*S* /�e
*

Re�,l � Reynolds number based on freestream condi-
tions and l� ,Re�,l=U�

* l� /��
* =	U�

* S* /��
*

S � arc length along the body
t � time

T � temperature
u ,v � velocity components in x ,y direction

U ,V ,W � velocity components in � ,� ,� direction

U � solution vector, U=J−1�� ,�u ,�v ,E�T

Uc � contravariant velocity in � direction, Uc=�xu
+�yv

x ,y � Cartesian coordinates

� ,� � wave numbers in � ,� direction
−�i � spatial growth rate

�̄ � clustering parameter
	 � ratio of specific heats

�2 � curvature term, �2= ��h3 /�yn� /h3=cos �c /h3
�c � cone half-angle
� � kinematic viscosity

� ,� � computational coordinates
� ,� ,� � intrinsic curvilinear coordinates

� � density
e � explicit dissipation coefficient
� � circular frequency
�̄ � weighting function

Subscripts
b � basic flow
e � boundary-layer edge condition
i � inviscid vector or imaginary part
n � normal to the wall
r � real part
s � shock condition
v � viscous vector
w � wall condition
� � freestream condition

Superscripts
* � dimensional quantity
� � disturbance quantity
∧ � amplitude quantity
i � marching index
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Design, Fabrication, and
Characterization of a Micro
Vapor-Jet Vacuum Pump
A microelectromechanical system (MEMS) vapor-jet pump for vacuum generation in
miniaturized analytical systems, e.g., micro-mass-spectrometers (Wapelhorst, E., Haus-
child, J., and Mueller, J., 2005, “A Fully Integrated Micro Mass Spectrometer,” in Fifth
Workshop on Harsh-Environment Mass Spectrometry; Hauschild, J., Wapelhorst, E., and
Mueller, J., 2005, “A Fully Integrated Plasma Electron Source for Micro Mass Spectrom-
eters,” in Ninth International Conference on Miniaturized Systems for Chemistry and
Life Sciences ��TAS�, pp. 476–478), is presented. A high velocity nitrogen or water vapor
jet is used for vacuum generation. Starting from atmospheric pressure, a high throughput
of more than 23 ml/min and an ultimate pressure of 495 mbars were obtained with this
new type of micropump. An approach for the full integration of all components of the
pump is presented and validated by experimental results. The pump is fabricated from
silicon and glass substrates using standard MEMS fabrication techniques including deep
reactive ion etching, trichlorosilane molecular vapor deposition, and metal-assisted
chemical etching for porous silicon fabrication. Micromachined pressure sensors based
on the Pirani principle have been developed and integrated into the pump for
monitoring. �DOI: 10.1115/1.2776968�

Introduction
Micropumps are an essential component of many microsystems

for chemical and biomedical analyses. Countless approaches to
realize miniaturized pumps have been pursued �1–4�. None of
them is capable of generating a vacuum that meets the demands of
miniaturized complex analytical instruments such as micro-mass-
spectrometers �5,6�. In this paper, a new approach to micro-
vacuum-pumps is presented. Based on macroscopic vapor-jet and
diffusion pumps, a miniaturized pump is designed, fabricated, and
characterized. The advantages of this pump mechanism and its
miniaturization are as follows:

— There are moving parts, i.e., no friction and wear.
— Multiple stages in a stack arrangement can be used to

reach the desired vacuum level.
— No valves are required.
— Small geometries lead to a purely laminar flow even at

atmospheric pressure, i.e., the pump can be operated with-
out a foreline pump.

The presented approach is based on the well known macro-
scopic diffusion pump design. The functional principle is very
simple �see Fig. 1�. A high pressure gas or vapor inside the jet
assembly expands through a Laval nozzle, forming a high velocity
jet. The gas molecules to be pumped mix with the jet and are
accelerated toward the outlet.

A complete system consists of a heater unit to evaporate the
working fluid, the jet assembly �high pressure unit� from where
the vapor expands through the nozzles, an area where the pumped
gas mixes with the vapor jet, cooled sidewalls to condense the
vapor, and a mechanism to return the working fluid to the heater
unit. In macroscopic diffusion pumps, an additional foreline pump
is required �see Fig. 1�. The presented micro vapor-jet pump can
be operated at atmospheric pressure due to its small dimension.

To simplify the approach, the micropump is divided into three
subsystems, which are designed and tested separately before
merging them into a complete pump system:

1. The pumping unit with an external supply of the working
fluid �gas or vapor�. It consists of the jet assembly with
Laval nozzles and cooled sidewalls.

2. The working fluid loop, which consists of a reservoir for the
liquid, a heater to evaporate it, and a mechanism to return
the condensed working fluid to the heater. As the condensed
working fluid is located in the atmospheric pressure region,
it has to be transported to the heater, which is situated inside
the high pressure unit. The pressure difference has to be
overcome in order to create a closed loop.

3. A pressure sensor, which can be integrated into the micro-
pump to monitor and control its function.

Gas Dynamics of Vapor-Jet Vacuum Pumps
For the design of the nozzle-sidewall geometry �see Fig. 2 for

the nomenclature�, gas dynamical calculations derived for macro-
scopic diffusion pumps were used �7,8�.

Laval nozzles are used to generate the supersonic jet. The ratio
of flow velocity v and sound velocity c is defined as the Mach
number Ma:

Maa ª
v
c

=� 2

� − 1
�� pa

p0
��1−��/�

− 1	 �1�

where pa is the pressure at the nozzle exit and � is the specific
heat ratio. The index 0 denotes the passive state �v0=0� of the gas
inside the high pressure unit.

The area ratio of the outlet port of the nozzle �Aa and the mini-
mum cross section A* can be calculated for a given Mach num-
ber�,

Aa

A* =
ba

b* =
1

Ma
��1 +

� − 1

� + 1
�Ma2 − 1�	��+1�/��−1�

�2�

The length of the linearly diverging part of the Laval nozzle is
then given by
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l =
ba − b*

2 tan 5 deg
�3�

An expansion angle of 5 deg was chosen in order to minimize the
risk of turbulence inside the nozzle. The cross-sectional area ratio
of the jet is given by

A*

As
=

b*

bs
=���� + 1�/2���+1�/��−1�

�� − 1�/2 �� ps

p0
�2/�

− � ps

p0
��1+��/�	

�4�

where the index s denotes the position where the jet impinges the
sidewall �7,8� �ps is the pressure inside the jet right before it
impinges the wall�. Together with the static pressure ratio

pa

p0
=

� + 1

� − 1
� ps

p0
�1/� �1 − �ps/p0���−1�/���/��−1�

�4�/�� + 1�2 − �pa/p0���−1�/��1/��−1� �5�

the maximum allowed distance dmax between the nozzle and the
sidewall is defined as dmax=As/�pump height�. Equation �5� is
solved for ps / p0 and the result is inserted into Eq. �4�. A* /As now
defines the ratio between the minimum jet diameter �inside the
nozzle� and the maximum jet diameter �where the jet is supposed
to impinge the sidewall�. As the solution of Eq. �5� is fairly diffi-
cult, both equations are plotted and A* /As is taken from the graph.
If the distance between the nozzle and the sidewall is further
increased, the jet does not impinge the sidewall and no pumping
occurs.

As the jet does not propagate linearly, the position of the im-
pingement is not known. This is why it is not exactly clear where
to measure the distance d for slanted sidewalls. As is apparent
from Fig. 2, changing the sidewall angle � causes a change in
dmax. For the design, it was assumed that the impingement occurs
in the extension of the nozzle, as shown in Fig. 2.

Design and Fabrication
The design and fabrication of the three micropump subsystems

are presented in the following sections. Figure 3 shows a sectional
drawing of the complete system. It consists of five anodically
bonded substrates.

Fig. 1 Schematic diagram of a macroscopic diffusion pump

Fig. 2 Schematic drawing of the nozzle-sidewall region of the
micropump „top view…. See Fig. 4 for the location of this region.

Fig. 3 Sectional drawing of the micro vapor-jet pump „side view…
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Top views of the micropump subsystems are depicted in Fig. 4
�pumping unit� and Fig. 5 �fluid transport system, heater, and pres-
sure sensor�. These two subsystems are anodically bonded to form
the complete pump, as drafted in Fig. 3.

Pumping Unit: Nozzles and Sidewall. Using Eqs. �1�–�3�, the
geometry of the Laval nozzles can be calculated. For a given

Mach number, the required pressure inside the jet assembly is
defined. For a given b*, which is defined by the fabrication pro-
cesses, ba and l can be calculated. Equations �4� and �5� are used
to compute the maximum distance between the nozzle and
the sidewall. The geometry of the presented system is given in
Table 1.

Different angles � of the pump sidewall were investigated as
they are expected to influence the backstreaming behavior of the
gas or vapor �nitrogen gas or water vapor in this case�. A mechani-
cal filter structure is integrated into the high pressure unit to avoid
blocking of the nozzles due to dust or residues from dicing the
systems.

The pumping unit is fabricated from a 100 �m thick silicon
substrate, which is sandwiched between two glass substrates by
anodic bonding. The pump structure is created by deep reactive
ion etching �DRIE� �ASE™�. A molecular vapor deposition �9�
�MVD� process with a trichlorosilane �dimethyldichlorosilane
�DDMS�, heptadecafluoro-1, 1, 2, 2-tetrahydrodecyltrichlorosilane
�FDTS�, or tridecafluoro-1, 1, 2, 2-tetrahydrooctyltrichlorosilane
�FOTS�� as precursor is used to deposit a molecular hydrophobic
layer inside the pumping system. The coating guides the con-
densed fluid from the pumping unit to the hydrophilic channel of
the transport system �see Fig. 2�. Channels in the top glass sub-
strate can be used to supply water for cooling. Three openings in
the bottom glass substrate are used to supply the working fluid, to
perform measurements, and to act as an outlet. The same openings
are used as interconnects between the pumping unit and the fluid
channel, the heater, and the pressure sensor of the fluid transport
unit in the closed-loop system.

Working Fluid Loop: Vaporization and Fluid Transport. As
described before, the working fluid condenses on the cooled side-
walls of the pump. From the atmospheric pressure region of the
micropump, the fluid has to be transported to the heater. This is
achieved by locally varying the surface energy of the system.
Hydrophobic coatings �MVD deposited trichlorosilanes� define re-
gions where the fluid is repelled, hydrophilic surfaces �glass, ox-
ides� attract the fluid.

The main problem in transporting the fluid to the heater is the
high pressure difference between the high pressure heater region
and the low pressure region where the working fluid condenses.

A mesoporous silicon membrane �10�, fabricated by metal-
assisted chemical etching, is used to “absorb” this pressure. Due
to the capillary forces inside the porous membrane, the working
fluid is conducted toward the heater despite the high counterpres-
sure. The maximum pressure the pores can absorb is given by

Fpore = 2�Rpore� cos � = pApore = p�Rpore
2 = Fpressure �6�

where Rpore is the pore radius, � is the surface free energy of the
porous silicon, and � is the contact angle of the working fluid
�water� on the walls of the pores �adapted from Ref. �11��. For a
contact angle of �=30 deg of water on a silicon oxide surface �the
pore sidewalls will be covered with natural oxide due to the el-
evated temperature near the heater� and a surface free energy of
�=5.89�10−2 N/m, the results are given in Table 2. As the pore
radius of the mesoporous silicon membrane is around 300 nm, the
expected available pressure inside the jet assembly of the micro-
pump lies in the range of 3 bars.

A platinum heater coil, fabricated on top of the porous mem-
brane, is used to evaporate the working fluid. Around the mem-
brane, an air gap is etched into the silicon substrate to thermally
isolate the heater. Figure 5 shows a photograph of this subsystem.

Fig. 4 The pumping unit „top view…. The white box indicates
the position of the geometry from Fig. 2.

Fig. 5 Working fluid transport system and pirani pressure
sensor „top view…

Table 1 Geometry of the Nozzle-Sidewall Region

Ma p0 �bar� b* ��m� ba ��m� l ��m� dmax ��m�

1.5 3.6 20 24 20 90
1.75 5.3 20 28 44 140
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The silicon substrate with its mesoporous membrane, the heater,
and the supply channel is anodically bonded between two glass
substrates with the necessary interconnects.

Pirani Pressure Sensor. A pressure sensor based on the Pirani
principle is integrated into the micropump to monitor and control
its function �12�. The sensor is fabricated on the same substrate as
the working fluid loop and is depicted in Fig. 5.

Pirani sensors use an electrically heated freestanding bridge or
wire to measure the pressure dependent thermal conductivity of a
gas. The sensor is assembled in a bridge circuit. The reference
resistor is positioned close to the sensor to compensate for tem-
perature changes. The thermal conductivity of a gas for a Pirani
sensor in a parallel plate configuration is found as �p is the pres-

sure of the surrounding gas, c̄ the average velocity, and l̄ the mean
free path of the gas molecules�

	 =
c̄

2

Cmolar,V

RT
l̄p

	0

d

d + 2l̄�2/aE − 1�
GE

�7�

where aE is the accommodation coefficient�aE=0.77 for nitrogen
on clean platinum surfaces �7��, 	0 is the pressure independent

thermal conductivity for the high pressure range �l̄
d�aE /2�2
−aE��⇒GE=1�, and GE is a geometry factor. The thermal con-
ductivity �a material property� does not change with pressure,

since the pressure dependence of l̄ cancels with p �l̄
1/ p�. In a
thermal conductivity pressure sensor, the characteristic length of
the system limits the allowable mean free path of the gas mol-
ecules and the thermal conductivity is proportional to p. There-
fore, the characteristic dimension of the sensor �the distance be-

tween the wire and the substrate, d� needs to be smaller than l̄
within the desired range of operation.

Figure 6 depicts Eq. �7� for three different gap widths d. The
measurement range of the device shifts to lower pressure with

increasing distance between the wire and the substrate. Beyond an
upper pressure limit, the thermal conductivity becomes indepen-
dent of the gas pressure �continuum regime�. On the vacuum side,
a low pressure limit exists, where the thermal conductivity of the
gas becomes small compared to the heat that is lost to the sub-
strate through the leads. The operating range, where the distance
between the heated bridge and the substrate defines the mean free
path and the thermal conductivity is pressure dependent �molecu-
lar regime�, is located between these two pressure independent
regimes. Furthermore, transition regions form as the molecular
regime approaches the continuum and the vacuum regime,
respectively.

The Pirani sensors are fabricated on silicon substrates. A ZnO
sacrificial layer is sputter deposited on the substrate and structured
with diluted HCl. The thickness of the ZnO layer defines the dis-
tance between the heated bridge and the substrate. The freestand-
ing bridges are made of platinum. To change the operating range
of the Pirani sensor, only the thickness of the ZnO layer has to be
varied to obtain the desired gap width between the heated bridge
and the substrate.

Results
Experimental results for the three micropump subsystems are

presented in the following sections.

Pumping. To characterize the pumping unit of the micro vapor-
jet pump, nitrogen gas and water vapor were externally supplied
to the high pressure unit and used as working fluids. Calibrated
pressure and flow sensors �Greisinger GMH3155/GMSD2BA �ac-
curacy of ±0.6%�, Voegtlin red-y smart �accuracy of ±0.5%��
were attached to the system to measure the generated pressure and
throughput. All figures presented in this section show the charac-
teristics of a single system measured once. Repeated measure-
ments of the same system gave nearly identical results with a
deviation of ±2 mbars. Measurements of different systems with
the same design produced results within 15%, which can be ex-
plained by the variations in geometry �typically ±10%� caused by
inhomogeneous etching. �The etch rate at the wafer edge is 20%
higher than that at the wafer center, causing a significant undercut
in the systems at the wafer edge.�

Figure 7 depicts the pump characteristics of systems with dif-
ferent sidewall angles. The minimum ultimate pressure is reached
for a 5 deg sidewall angle. It is not fully understood why increas-
ing or decreasing the angle seems to impede the pumping.

Figure 8 depicts the ultimate pressure for different distances
between the nozzle and the sidewall. The largest distance gives
the best results, which indicates that the maximum distance dmax

Table 2 Maximum Pore Diameter of the Mesoporous Silicon
for Different Pressures Across the Membrane

Pressure �bar� Pore radius �nm�

5 200
3 340
2 510

1.5 680

Fig. 6 Theoretical pressure dependent thermal conductivity
for different distances between the heated bridge and the
substrate

Fig. 7 Ultimate pressure as a function of N2 supply pressure
for different sidewall angles
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has not been exceeded. Larger distances will be investigated in the
near future to determine the exact position where to measure the
distance given by Eqs. �4� and �5�. The minimum pressure that
was reached with externally supplied nitrogen is 720 mbars with a
5 deg sidewall angle and a distance between the nozzle and the
sidewall of 125 �m.

Figure 9 shows the measured throughput for that system. For
this measurement, the pressure sensor �pultimate� was replaced by a
flow sensor. A maximum throughput of 23.1 ml/min was reached
with a relatively low supply pressure of around 3 bars. While a
higher supply pressure is needed to generate a lower ultimate
pressure, it is not needed for a high throughput.

Figure 10 shows the characteristic of the 125 �m system from
Fig. 7 with water vapor as a working fluid. Until a supply pressure
of about 3 bars is reached, nearly no difference to the experiments
with nitrogen as a working fluid is noticeable. At higher pressures,
the water accumulates at the outlet of the system and blocks it.
The consequential increase of the pressure inside the atmospheric
pressure region impedes the pumping and leads to a rise in pres-

sure in the vacuum region of the system.
Several systems with identical nozzle-sidewall geometries but a

wider outlet were also tested. These systems reached an ultimate
pressure of 495 mbars when water vapor was used as a working
fluid. In these systems, the observed accumulation of water, and
thus the obstruction of the pumping, was less. Almost all of the
systems break during the water vapor measurement due to the
high temperature and the high stress resulting from the necessary
clamping of the system. Unfortunately, no graph can be shown for
the system that showed 495 mbars; only a minimum pressure was
recorded.

It is expected that the minimization of the water consumption,
and thus the reduction of the amount of water to be removed from
the pumping unit, will decrease the ultimate pressure drastically.
The minimization will be achieved by the use of smaller nozzles.

Working Fluid Loop. The working fluid transport system �see
Fig. 5� including the porous silicon membrane and the platinum
heater was characterized by connecting a pressure sensor to the
high pressure output and applying electrical power to the heater.
Water was supplied to the water inlet port.

Figure 11 shows the generated pressure �which will later serve

Fig. 8 Ultimate pressure as a function of N2 supply pressure
p0 for different distances between nozzle and sidewall „5 deg
sidewall angle…

Fig. 9 Throughput as a function of N2 supply pressure p0
„5 deg sidewall angle…

Fig. 10 Ultimate pressure as a function of water vapor and
nitrogen gas supply pressures „5 deg sidewall angle, d
=125 �m…

Fig. 11 Pressure generated by the heater from Fig. 5 as a func-
tion of supplied electrical power
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as supply pressure p0� as a function of supplied electrical power.
�The supplied voltage and the supplied current are measured si-
multaneously with accuracies of 0.001 V and 0.1 mA, respec-
tively.� An overpressure of about 100 mbars was reached at an
input power of about 10 W. Other systems generated an overpres-
sure of up to 300 mbars at 10 W input power. The pressure is
assumed to be much higher inside the fully integrated pump sys-
tem than the measured one due to the following reasons:

— During the measurements, the water condenses in the tube
connecting the heater system and the pressure sensor.

— Water had to be supplied to the water inlet port regularly to
substitute for the evaporated fluid, causing a decrease of
temperature and pressure.

Figure 12 depicts the temperature of the heater as a function of
supplied electrical power. The temperature is calculated from the
change in resistance. �The first order temperature coefficient of the
sputtered platinum layer has been measured as �=0.00188.� It is
assumed that the 130°C necessary for creating a pressure of
3 bars �13� can be reached with a slightly increased supply power.

The concept of using a porous silicon membrane to absorb the
high pressure generated by the heater is proven to be effective.
Increased supply power, an optimized heater design, and an im-
proved thermal isolation of the heater will lead to a higher gener-
ated pressure, and thus a fully functional pump system.

Pirani Pressure Sensor. A vacuum chamber equipped with a
foreline vacuum pump, a turbomolecular pump, and two cali-
brated pressure sensors �Leybold Inficon Sky ��5
�10−10�–10 mbars�, Greisinger GDH 12 AN �0–1300 mbar ab-
solute, accuracy of ±1 mbar�� were used to characterize the
micro-Pirani pressure sensors. A manual valve was used to vent
the chamber with nitrogen gas. A constant voltage of 5 V was
applied to the bridge circuit. The micro-Piranis were inserted into
the test setup, the chamber was evacuated and slowly vented
while the bridge voltage was monitored as a function of the cham-
ber pressure.

Figure 13 depicts the measured output voltage of two micro-
Piranis with different gap widths. The characteristic of the micro-
Pirani with the wider gap shifts toward a lower pressure regime,
as predicted by the theory �see Fig. 6�. Repeated measurements of
the same Pirani gave identical results within a range of less than
±1 mV.

An operating range at even lower pressure could be easily ob-
tained by further increasing the deposition time of the sacrificial
layer and with it the distance between the heated bridge and the

substrate. As no change of the mask design is necessary to do this
adaption, the presented device can serve different applications at
low cost.

Complete System
Figure 14 depicts the complete micropump. It is assembled

from the two subsystems shown in Figs. 4 and 5.
For the measurements, the reservoir was filled with water, elec-

trical power was applied to the heater, and an external pressure
sensor was used to measure the generated pressure.

During the measurements, the evaporated water did not only fill
the high pressure unit but the whole micropump due to incomplete
bonding between the two subsystems. As the bonded areas are not
visible, an inspection is not possible. Thus, the optimization of the
bonding process will solve this problem and lead to a working
micropump system.

Fig. 12 Temperature of the heater as a function of supplied
power

Fig. 13 Voltage-pressure characteristics of two pirani pres-
sure sensors with different gap widths „Vinconst=5 V, bridge ge-
ometry: 8Ã100 �m2

…

Fig. 14 The complete micropump consisting of the systems
from Figs. 4 and 5
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Conclusion and Outlook
The first micromachined vapor-jet pump is presented. The

pump is divided into three subsystems: the pumping unit, the
working fluid transport unit, and a micro-Pirani pressure sensor.
The aim is a fully integrated and microfabricated vapor-jet pump
that is capable of generating a high throughput and a low pressure
in the range of several pascals.

It is proven that the pumping mechanism can be transferred to
microsystems. A pump system with an external supply of nitrogen
gas and water vapor, respectively, has been designed, fabricated,
and characterized. Starting from atmospheric pressure, a maxi-
mum throughput of 23 ml/min and an ultimate pressure of
495 mbars were reached with different pump geometries. The per-
formance will be further improved by the use of different working
fluids, multiple nozzle stages, and smaller Laval nozzles to de-
crease the working fluid consumption of the system.

The working fluid transport is based on a mesoporous silicon
membrane and regions with locally altered surface energy. A pla-
nar platinum coil serves as a heater to evaporate the fluid. Char-
acteristics of the fluid transport subsystem of the micropump have
been presented. It is shown that a porous membrane can be used
to absorb the high pressure difference, and thus create a closed
working fluid loop.

A microfabricated Pirani pressure sensor is integrated into the
pump system to monitor and control its function. The sensor gives
precise pressure readings and its operating range can easily be
altered during the fabrication process.

So far, assembling the complete system from all three sub-
systems by bonding the systems from Figs. 4 and 5 and failed due

to incomplete bonding. The optimization of the bonding process
will lead to a fully integrated and working micropump.
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Streaming Electric Potential
in Pressure-Driven Flows
Through Reservoir-Connected
Microchannels
Electrical power generation employing pressure-driven flows is a fundamental problem in
microfluidics. In the present work, analytical and numerical analyses are performed to
study the interplaying effects of electrolyte motion with the associated electrical current
in a flat microchannel with and without fluid reservoirs. The modified Navier–Stokes
equations as well as a Poisson equation for the distribution of electric potential and the
Nernst–Planck equations for the distribution of charge densities are solved for the steady
flow of a Newtonian liquid. The results show that for a pressure-driven flow, an electric
potential is induced due to the motion of charged particles, which increases linearly
along the microchannel. This streaming potential generates an opposing conduction cur-
rent in the core region of the channel as well as in the immediate vicinity of the walls,
where the streaming current is negligible. The streaming potential varies in a nonlinear
manner with the zeta potential at the walls such that a maximum potential exists at a
certain zeta potential. The maximum potential is also observed to increase with both the
applied pressure difference and the electric double layer thickness in the range studied.
The presence of reservoirs adds significant complexity to this electrokinetic
flow. �DOI: 10.1115/1.2776967�

Keywords: electrokinetic flow, zeta potential, microchannel flow, reservoir effects,
streaming electric potential

1 Introduction
Interest in electrical power generation by means of electrolyte

flows through microchannels has stimulated many fundamental
studies on electrokinetic phenomena. Channels with characteristic
sizes or diameters measured in microns are called microchannels,
which typically have very large surface area to volume ratios, and
some physical processes that are not important in macrochannels
become prominent. One such process is associated with electro-
static charges that often exist at channel walls. Related studies
have mainly focused on either electro-osmotic flows or electroki-
netic flows. As a base for micropumps, electro-osmotic flows in-
volve electrolyte solutions driven by externally applied electric
fields. As a base for micro-scale power supplies, electrokinetic
flows involve electrolytes forced through dielectric microchannels
to generate electric potential. In the present work, the generation
of electric potential by means of pressure-driven flows through
dielectric microchannels is studied, including the effects of con-
nected reservoirs that have been largely ignored in the literature.
The primary objectives are to develop a better understanding of
the underlying processes and to determine the maximum induced
voltage in a given electrokinetic flow.

In a typical macroscale pressure-driven flow, an applied pres-
sure gradient forces the fluid through the duct. However, in a
microchannel with an electrolyte solution as the working fluid, the
pressure-driven flow is coupled with electrokinetic effects due to
the presence of an electric double layer �EDL� in the vicinity of
the walls �1�. With the forced motion of the fluid, the mobile ions
in the EDL are carried with the flow, thus generating a streaming
current and an associated streaming voltage.

In one of the earliest studies, Burgreen and Nakache �2� ana-
lytically modeled the effect of surface potential on microflow be-
tween parallel plates, with the EDL thickness parameter k in the
range of 2–8. They obtained an analytical solution for combined
electro-osmotic and pressure-driven flows. An explicit integral re-
lation for the streaming potential was also derived for the
pressure-driven flow. Rice and Whitehead �3� repeated this work
for a circular capillary, while Levine et al. �4� extended the solu-
tion to the higher surface potentials in a circular capillary by using
an approximate solution of the Poisson–Boltzmann equation.

Yang and Li �5� and Yang et al. �6� considered pressure-driven
liquid flows in the rectangular microchannels. Their analytical so-
lution predicted significant electroviscous effects for different as-
pect ratios of the channel cross section. In addition, an integral
expression for the induced electric potential was derived as a
function of Reynolds number for different electrolyte concentra-
tions and zeta potentials. Ren et al. �7,8� also performed an ex-
perimental study to describe the EDL effects on the velocity field
based on the concept of electroviscous effects.

Yang and Kwok �9,10� presented an in-depth analytical solution
of an oscillating microfluid in a parallel-plate microchannel by
combining the electrokinetic effect with liquid slip. Considering
liquid slip over hydrophobic walls, they derived an analytical so-
lution for both electro-osmotic and pressure-driven flows with
EDL effects. Their results showed that liquid slip counteracts the
electroviscous effect of EDL, resulting in a larger flow rate, while
a higher apparent viscosity would be predicted if slip is neglected.

Chen et al. �11� developed a model to numerically study elec-
trokinetic effects on both hydrodynamically and thermally devel-
oping flows in parallel-plate microchannels using the Nernst–
Planck equations with variable thermophysical properties. Their
results showed that the presence of EDL in the developing flow
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region decreases the fluid velocities resulting in velocity distribu-
tions that deviate from their pure pressure-driven flow counter-
parts.

All of the above investigations are concerned with the electric
potential in order to explain the electroviscous effect in pressure-
driven flows. However, another application of this phenomenon is
the electrokinetic battery concept proposed by Yang et al. �12�,
which involves an array of microchannels. Since the streaming
current is typically of the order of 1 nA/kPa in a single micro-
channel, they hypothesized that if many microchannels are as-
sembled in parallel, the streaming currents would be additive and
can be significant. Their results based on a transient analytical
solution showed that the idea of an electrokinetic microbattery is
feasible. Next, Chun et al. �13� presented a detailed analysis of
electrokinetic phenomenon in a uniformly charged straight cylin-
drical microchannel. It is shown that the flow-induced streaming
potential increases with increasing zeta potential, decreasing wall
conductivity, and increasing microchannel radius. They also ob-
served that a maximum value of streaming potential can be ob-
tained with variations of bulk electrolyte concentration.

Mansouri et al. �14� investigated the transient development of
streaming potential for a pressure-driven flow in a finite-length
circular microchannel connected to infinitely large reservoirs.
Their numerical simulation based on a finite element analysis
showed that the streaming potential heavily depends on the geom-
etry, ionic concentration, and surface charge density. They indi-
cated that the origin of streaming potential is charge accumulation
in the reservoirs at the entrance and exit of the channel, while no
axial charge gradient occurs within the microchannel during tran-
sient transport.

This review of the relevant literature shows that even though
the fundamental features of electrokinetic flows have been identi-
fied and analyzed, the effects of fluid reservoirs on the flow field,
the electric field, and the induced electric potential have not been
examined in detail. The authors have recently investigated the role
of fluid reservoirs in pure electro-osmotic flows through micro-
channels �15�. Here, attention is focused on electrokinetic
pressure-driven flows in large aspect-ratio microchannels modeled
as flow between parallel plates. Particular attention is given to the
presence of fluid reservoirs and to the application of conservation
of electrical current, leading to the development of new boundary
conditions for the electric potential field. Furthermore, an analyti-
cal solution is provided for a simplified pressure-driven flow in
the presence of EDL effects. Closed form expressions are given
for the velocity field and streaming and conduction currents, and,
more importantly, the induced electric potential is related to the
applied pressure difference and other relevant parameters. The
governing equations including the Poisson equation for the distri-
bution of EDL potential, the Nernst–Planck equations for the dis-
tribution of charge density, the continuity equation, and the modi-
fied Navier–Stokes equations are solved for the incompressible
and steady flow of a Newtonian fluid. These equations are numeri-
cally solved using a finite-volume method in a generalized coor-
dinate system. The ultimate goal is to determine the maximum
induced voltage in a given electrokinetic flow.

2 Mathematical Model
Consider a parallel-plate microchannel with height H and

length L placed between two identical reservoirs, as shown in Fig.
1. The Cartesian coordinate system used here is anchored at the
flow inlet, where y=0 corresponds to the elevation of the lower
plate. An electrolyte solution �KCl in water� is driven in the posi-
tive x direction by means of an applied pressure difference �P
= Pin− Pout. It is assumed that the channel and the reservoirs are
made of different materials such that the reservoir walls are charge
free, while the electric potential at the microchannel walls is uni-
form and equal to �.

2.1 Electric Field. It is well known that when an ionized
liquid interacts with electrostatic charges on a dielectric surface, a
so-called EDL forms in the liquid in the vicinity of the surface.
The distribution of electric potential ��x ,y� in the fluid is related
to the net electric charge density �e via a Poisson equation in the
following nondimensional form:

�2�

�x2 +
�2�

�y2 = −
1

2
k2�e �1�

where k=HK is the EDL parameter. Here, K
= �2z2e2n0 /�r�0kbT�1/2 is a dimensional group referred to as the
Debye–Hückel parameter, and its reciprocal represents the char-
acteristic EDL thickness. The net charge density in the fluid is
determined by the ionic concentrations, and for a symmetric elec-
trolyte, �e=n+−n− in nondimensional form.

2.2 Ionic Concentrations. The distributions of ionic concen-
trations n+ and n− in the flow field are governed by the following
Nernst–Planck equations:
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where Re=�UrefH /� is the Reynolds number. Here, the reference
velocity is chosen as the maximum velocity corresponding to the
classical Poiseuille flow between parallel plates; that is Uref
=umax

* =H2�P* /8�L*. Also, Sc=� /�D is the Schmidt number,
where D is the diffusion coefficient of the ions. The diffusion
coefficients of the positive and negative ions in a KCl-water so-
lution are commonly considered equal and constant. The first two
terms on the right hand side of Eqs. �2� and �3� are the familiar
diffusion terms due to concentration gradients, while the last two
terms are known as the conduction �or migration� terms.

2.3 Modified Navier–Stokes Equations. In the present work,
the electrolyte solution is treated as a constant-property Newton-
ian fluid. For the steady electrokinetic flow under consideration,
the continuity and momentum equations in nondimensional form
are

�u

�x
+

�v
�y

= 0 �4�

��uu�
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+
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= −
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��
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Fig. 1 Flow geometry and coordinates
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The last term in the momentum equations above is the body force
associated with the induced electric field where ��x ,y� includes
the combined effects of the zeta potential at the walls and the
flow-induced electric potential.

2.4 Boundary Conditions. The boundary conditions for this
complex flow require special attention, particularly for the electric
potential and the ionic concentration fields. It should be noted that
in the present work, the electrokinetic flow in the microchannel is
allowed to develop naturally based on the reservoir conditions
rather than physically unrealistic boundary conditions often speci-
fied at the channel ends in the absence of reservoirs. The boundary
conditions associated with the velocity, ionic concentration, and
electric potential fields are described in detail below.

2.4.1 Flow Field. The usual no-slip velocity boundary condi-
tion �u=v=0� is applied at the walls. Consistent with pressure-
driven flows, �u /�x=0 and v=0 are applied at the entrance of the
upstream reservoir and at the exit of the downstream reservoir. In
electrokinetic flows, the boundary condition for pressure at the
walls is not trivial. However, this can be formally derived by
taking the divergence of the momentum equation and employing
the fact that the advection terms vanish at the walls. The resulting
Poisson equation relates the pressure at the walls to the electric
potential such that �2P=−B�e�

2�, where �2�=−k2�e /2 from
Eq. �1�. Thus, taking � as the normal direction, the boundary
condition for pressure at the wall becomes

�2P

��2 =
1

2
Bk2�e

2 �7�

Note that �e=n+−n− at the walls is known based on the prescribed
zeta potential, as will be shown in the next section. In the axial
direction, Pin is specified at x=0, while pressure is set to zero at
the flow exit.

2.4.2 Ionic Concentration Field. The ionic concentrations at
the microchannel walls are given by the equilibrium Boltzmann
distribution at the prevailing zeta potential, while the reservoir
walls are assumed to be charge free ��=0�; that is,

n± = 	1 reservoir walls

e�� microchannel walls

 �8�

It is also assumed that the flow entering the upstream reservoir is
electroneutral; that is, n+=n−=1 at x=0. At the other end, the
downstream reservoir has charge-free walls and is large enough to
allow an equal and uniform distribution of ions to be reestab-
lished. Thus, the flow returns once again to an electroneutral state
at the exit of the downstream reservoir. Furthermore, �n± /�x=0 at
both ends, consistent with the uniform distribution of ions at these
locations.

2.4.3 Electric Potential Field. The general form of the electric
potential boundary conditions can be derived from the corre-
sponding electric current boundary conditions. For this purpose,
the current continuity equation is obtained from the Nernst–
Planck equations by subtracting Eq. �3� from Eq. �2�,
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��
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which can be simply written as � ·I=0, where the nondimensional
electric current density is

I = �n+ − n−�V − ���n+ − n−� + �n+ + n−� � ��/�ScRe� �10�
The Cartesian components of the electric current density are

Ix = �n+ − n−�u −
1

ScRe
� �

�x
�n+ − n−� + �n+ + n−�

��

�x
� �11�

Iy = �n+ − n−�v −
1

ScRe
� �

�y
�n+ − n−� + �n+ + n−�

��

�y
� �12�

where the terms on the right hand side are identified as the stream-
ing �Is�, diffusion �Id�, and conduction �Ic� current densities. Con-
sidering zero velocity slip at the walls and the fact that I · �̂=0 for
dielectric surfaces, the electric potential boundary condition be-
comes

� ��

��
�

wall
= − � ��n+ − n−�/��

�n+ + n−�
�

wall

�13�

where � is the wall-normal coordinate. It is important to note that
� incorporates the combined effects of the wall zeta potential and
the unknown induced electric potential. Consequently, �wall may
not be simply set equal to �.

In the present work, �=0 is prescribed at the entrance of the
upstream reservoir, which is consistent with the assumption of
charge-free reservoir walls. The appropriate boundary condition at
the exit of the downstream reservoir is �� /�x=0, which is ob-
tained from Eq. �11� using Ix=0 and recognizing that the electrical
charges attain a neutral uniform distribution at the exit. Note that
imposing Ix=0 is consistent with the present task of searching for
the maximum induced voltage in a given electrokinetic flow.

2.5 Input Data. In the present study, it is assumed that the
microchannel is made of silicon, with the zeta potential at the wall
varying in the range −300 mV	�*	−25 mV. The working fluid
is water with KCl in solution, where the bulk molar concentration
of each ionic species is specified as C=10−5 kmol/m3. Hence, the
bulk ionic number concentration is n0=NaC=6.022

1021 ions/m3. It is further assumed that the temperature of the
solution is constant at 298 K, and the mass diffusion coefficients
of the K+ and Cl− ions are approximately equal such that D=D+

�D−=2
10−9 m2/s. The fluid density, viscosity, and dielectric
constant are specified as �=103 kg/m3, �=10−3 N s/m2, and �r
=78.5 �Masliyah �16��, respectively. The other required physical
constants that are given in the Nomenclature are taken from Weast
et al. �17�. With these values, the Schmidt number is Sc
=� / ��D�=500 and the Debye–Hückel parameter becomes K
=1.04
107 m−1.

In the present work, the microchannel height is not an input
parameter; rather, it is calculated using the specified nondimen-
sional EDL thickness parameter k, that is, H=k /K. Furthermore,
the reference velocity Uref is calculated based on the specified
pressure difference via the Poiseuille pressure drop relation �P*

=8�L*Uref /H2, where Uref corresponds to the maximum velocity.
In electrokinetic flows under consideration here, the velocity field
is influenced more significantly by the applied pressure difference
than the induced electric field; therefore, it is appropriate to base
the reference velocity on this pressure drop relation. In nondimen-
sional form, the applied pressure difference is related to the Rey-
nolds number as �P=8L /Re. In the present work, �P=80, Re
=1, L=L* /H=10, and k=20 have been used in all cases, unless
otherwise specified, which correspond to a microchannel approxi-
mately 2 �m in height and 20 �m in length with an applied pres-
sure difference of about 20 kPa.

3 Numerical Method
The governing equations are solved numerically using the well-

known finite-volume method with collocated variables in a body
fitted coordinate system. The SIMPLEC �18� scheme handles the
linkage between velocity and pressure fields. However, to avoid
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the checker-board effect in the pressure field due to the use of
collocated variables, the interpolation scheme of Rhie–Chow �19�
is used to calculate the convecting mass flow rates. The diffusive
and convective terms at face location are evaluated using a central
differencing scheme; thus, the method is second order accurate in
space. The resulting algebraic system of equations is then solved
in a line-by-line iterative manner using the TDMA �Tri-Diagonal
Matrix Algorithm� �20�. This computer code was extensively
tested for accuracy as part of a companion study on electro-
osmotic flows �15�. However, additional tests were performed for
the electrokinetic flow under consideration, as described below
and in Sec. 4.

A typical mesh used in this study is shown in Fig. 2, where a
coarser grid is displayed for clarity. Near the walls where a thin
EDL forms, a high grid concentration is required to resolve the
electric potential distribution accurately. A typical transverse grid
expansion factor is Fy =1.08. However, for a given k �representa-
tive of the EDL thickness�, the grid density near the walls must be
further increased for larger absolute values of the zeta potential. In
the axial direction, regions with rapid changes in the geometry
require higher grid densities, where a typical expansion factor is
Fx=1.05.

A grid study involving an electrokinetic flow between parallel
plates �no reservoirs� with Re=1, k=20, L=10, and �*=−50 mV
indicates that a grid density of 151
91 points in the flow and
transverse directions, respectively, having an expansion ratio of
1.07, produces grid-independent results, as shown in Fig. 3. An
electrokinetic flow between parallel plates is considered as a ref-
erence because an analytical solution is available for comparison,
as will be presented in the next section. For a grid with 51
31
points, the numerically calculated mass flow rate normalized by
the corresponding analytical value �see Eq. �28�� is 1.0267. For
grids with 101
61 and 151
91 points, the corresponding nor-
malized flow rates are 1.0052 and 1.0001, respectively. Hence, a
numerical mesh with 151
91 points leads to grid-independent
results. However, the required number of grid points and the as-
sociated expansion factors require further refinement with increas-
ing zeta-potential values. For example, in an identical case with
�*=−75 mV, a grid density of 151
141 is required with an ex-
pansion ratio of 1.05 for grid-independent results.

4 Results and Discussion
Initially, a simplified electrokinetic flow between parallel plates

is studied analytically. A matching numerical study is then pre-
sented to simulate the same flow conditions in an effort to exam-
ine the effects of the Debye–Hückel approximation on the impor-
tant flow parameters. Comparisons with the analytical solution at
very low zeta potentials also serve as a further validation of the
numerical scheme. Finally, results are presented for electrokinetic
flows in finite-length flat channels connected to fluid reservoirs.

4.1 Analytical Solution. In this section, an explicit closed
form solution is presented for a pressure-driven flow in the pres-
ence of the EDL effects in a planar microchannel �no reservoirs�

with uniform zeta potential along the walls. Steady-state and fully
developed conditions are considered throughout the microchannel,
that is, v=0, �u /�x=0, and �n± /�x=0. Since u and n± may only
be functions of y, it can be inferred from the Nernst–Plank equa-
tions that the electrical potential variation in the flow direction
may be at most linear. Hence, a solution is sought in the following
form:

��x,y� = ��y� − Exx �14�

where Ex−�� /�x is the strength of the induced electric field in
the axial direction. Under the above conditions, the Nernst–Planck
equations simplify to the well-known Boltzmann distribution n±

=exp����y��. Using this distribution to determine the net electric
charge density �e=n+−n− and employing the well-known Debye–
Hückel approximation sinh�ze� /kbT��ze� /kbT, Eq. �1� leads to
the following Poisson–Boltzmann equation: d2� /dy2=k2�. The
solution of this equation in a coordinate system attached to the
lower plate is

��y� = �
cosh�ky − k/2�

cosh�k/2�
�15�

Equation �15� has been obtained using �=� at the wall and
d� /dy=0 at the midplane �y=0.5�. Its accuracy is limited to small
zeta potentials due to the Debye–Hückel approximation. It should

Fig. 2 Typical numerical mesh and grid expansion ratios. For clarity, a coarse grid is shown
with smaller reservoirs.

Fig. 3 Velocity profiles at midchannel „x=L /2… for different
grid sizes and expansion ratios for Re=1, k=20, �*=−50 mV,
�P=80, and L=10

Journal of Fluids Engineering OCTOBER 2007, Vol. 129 / 1349

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



be noted that employing �=0 at the midplane instead of the sym-
metry condition used here leads to a solution in terms of the
hyperbolic-sine function. Strictly speaking, the basic assumption
behind the Boltzmann distribution given above is the existence of
an infinitely large motionless fluid such that not only does the
electric potential approach zero far away from the charged sur-
face, but the ionic concentrations there are also equal to the origi-
nal bulk ionic concentration. It is obvious that these conditions are
not satisfied for very dilute electrolyte solutions flowing in very
small microchannels �i.e., small k or relatively thick EDL�, which
is typical of electrokinetic flows; therefore, d� /dy=0 is a more
appropriate boundary condition for the midplane.

For the problem under consideration, the x-momentum equation
reduces to

1

Re

�2u

�y2 −
�P

�x
+ B�eEx = 0 �16�

In pressure-driven electrokinetic flows, �P /�x is a prescribed con-
stant, which is equal to �P /�x=−8/Re with the present nondimen-
sionalization scheme On the other hand, Ex is an induced un-
known parameter; therefore, additional information is required,
which can be obtained by setting the cross-sectional average of
the x component of electric current equal to zero in Eq. �11�. As

indicated before, setting Īx=0 corresponds to searching for the
maximum induced electric potential, which results in

1

Ac
�

0

1

�n+ − n−�udy −
1

Ac
�

0

1 �n+ + n−�
ScRe

��

�x
dy = 0 �17�

Identifying the nondimensional electrical conductivity of the fluid
as �e�y�=n++n− and recognizing that −�� /�x=Ex is a constant,
the above equation can be rewritten as

1

Ac
�

0

1

�eudy +
�̄eEx

ScRe
= 0 �18�

where Ac is the nondimensional cross-sectional area �Ac=1� of the
channel and �̄e=�0

1�edy /Ac is the average electrical conductivity
of the fluid. This equation simply states that the streaming current

density Īs=�0
1�eudy /Ac is balanced by the conduction current den-

sity Īc= �̄eEx /ScRe, that is, Īs+ Īc=0. It is worth mentioning that
surface electrical conductivity associated with the immobile por-
tion of the EDL is ignored in the present work.

From Eqs. �16� and �18�, the nondimensional velocity and elec-
tric fields are obtained as follows:

u�y� = 4	y − y2 − G�1 −
cosh�2y − �

cosh 
�
 �19�

Ex =
8G2

ReB�
�20�

G =
1

2� 1 − �tanh �/
N2 − 1 + tanh2  + �tanh �/� �21�

where =k /2 and N=2�̄e / �ScBRe2�2�. It is important to note that
both B and Re are related to �P via Uref; therefore, Ex is an
implicit function of �P. Thus, for a given electrolyte solution and
microchannel particulars, the voltage increase across the channel
���=�out−�in� is related to the applied �P by

���

L
� = Ex =

2Gk2

ReB�
�22�

The net charge density, electrical conductivity, and components of
the axial current are given below for completeness:

�e = − 2 sinh��� �23�

�e = 2 cosh��� �24�

Ix,s = − 2u sinh��� �25�

Ix,d = 0 �26�

Ix,c = �2Ex/ReSc�cosh��� �27�

Since �=��y� only, it is apparent that �e, �e, and the electric
current components do not vary in the flow direction. Finally, it is
useful to note that the mass flow rate per unit depth of the channel
is given by

ṁ =
2

3
− 4G�1 −

tanh�k/2�
k/2

� �28�

4.2 Microchannel Without Reservoirs. As shown in the pre-
ceding section, electrokinetic flows in channels without reservoirs
lend themselves to full analytical solution subject to some simpli-
fying assumptions. In this section, a full numerical solution of the
same problem is presented without any simplifications. The capa-
bilities of the numerical scheme make it a suitable tool to evaluate
the range of validity of the approximations used in the analytical
approach.

In the absence of reservoirs �LR=0�, the length of the channel is
specified as L=L* /H=10. The applied pressure difference remains
fixed at �P=80 corresponding to Re=1, unless otherwise stated.
The boundary conditions for this fully developed flow are the
same as those used in the analytical solution with a few additional
considerations. In the absence of reservoirs, it is assumed that the
ionic concentrations at the entrance of the channel follow the
Boltzmann distribution n±=exp����, while �n± /�x=0 at the exit.
The boundary conditions for the electric potential field are based

on the requirement that Īx=0: therefore, using Eq. �18�, �� /�x
=ReSc�eu / �̄e is applied at both the inlet and the exit.

Figure 4 shows the induced electric potential at the midplane
for two different values of zeta potential with k=20. It is apparent
that the numerical and analytical solutions are in good agreement
for �*=−25 mV. As expected, at �*=−50 mV, a significant devia-
tion is observed as the Debye–Hückel approximation begins to
deteriorate. In fact, it is seen that the results show an excellent

Fig. 4 Distribution of midplane „y=H /2… electric potential
along the channel for Re=1, k=20, �P=80, and L=10
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agreement regardless of the value of the zeta potential if the same
approximation is also embedded in the numerical solution, provid-
ing further evidence for the accuracy of the numerical code.

Apparently, the velocity profile is less sensitive to the EDL
effects, as shown in Fig. 5. This figure compares the numerical
velocity profiles with the corresponding analytical solution, indi-
cating a good agreement for zeta potentials as high as 100 mV. It
is also apparent that the presence of the EDL affects the flow field
in such a way that the mass flow rate is reduced with increasing
zeta potential �the so-called electroviscous effect �16��. In this
case, the mass flow rate reduction is about 2% and 6% for
�*=−50 mV and −100 mV, respectively.

In Fig. 6, the cross-sectional distribution of the axial electric
current density and its components are compared with their ana-
lytical counterparts at �*=−50 mV. The streaming current density
Ix,s depends on the values of the net charge density and the flow
velocity, as indicated in Eq. �11�. In the presence of a negative
zeta potential, the net charge density near the wall is positive, and
with a positive axial velocity, the axial streaming current density
is positive everywhere. Note that zero velocity at the walls leads
to Ix,s=0 despite the maximum charge density there. Also, Ix,s
→0 in the core section of the channel where the net charge den-
sity vanishes. Therefore, the maximum streaming current density
is encountered very close to the wall, as seen in this figure.

The axial conduction current density Ix,c is negative every-
where, balancing the streaming current density. This can also be
inferred from the last term in Eq. �11�, where both �� /�x and �e
are positive everywhere. Moreover, the electrical conductivity is
highest at the walls; therefore, the maximum �absolute� conduc-
tion current density occurs there. In this fully developed flow, the
axial diffusion current density Ix,d is equal to zero everywhere
because there is no axial variation in the net charge density
throughout the channel. The net axial current density Ix shown in
Fig. 6 is simply the sum of its components: Ix= Ix,s+ Ix,d+ Ix,c. It is
also noted that the cross-sectional average of Ix is zero everywhere
along the channel consistent with the “maximum-induced-
voltage” problem under consideration.

The present study provides useful information regarding the
induced voltage �� for a microchannel of length L, which is
central to the concept of a microfluidic battery or power supply.

Figure 7 shows the variation of �Ex�=�� /L= ��L−�0� /L for dif-
ferent values of the EDL parameter k over a wide range of zeta
potential. It is seen that the induced voltage increases with de-
creasing k, which is due to the fact that lower values of k=HK
correspond to smaller channel heights and, therefore, to larger
flow velocities, which generate higher streaming currents and po-
tentials. Predictions of the full numerical solution for k=10 and 20
are also included in Fig. 7 for comparison. It must be emphasized
that unlike the analytical solution, the numerical results are not
constrained by the Debye–Hückel approximation. Again, the

Fig. 5 Velocity profiles at midchannel „x=L /2… for Re=1, k
=20, �P=80, L=10, and �*=0, −50, −100 mV

Fig. 6 Cross-sectional variation of electric current compo-
nents at midchannel „x=L /2… for Re=1, k=20, �*=−50 mV, �P
=80, and L=10

Fig. 7 Nondimensional induced electric field strength as a
function of zeta potential for Re=1, �P=80, L=10, and k
=10,20,40
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agreement is excellent as long as the Debye–Hückel approxima-
tion is valid, and the numerical results depart from the analytical
curve at higher values of zeta potential. Numerical results for k
=40 are not shown in Fig. 7, but the trend is the same. Since the
numerically predicted induced voltages are larger, it can be stated
that the analytical solution with the embedded approximations
provides a lower limit for ��. The numerical calculations be-
come more intensive as the zeta potential increases; therefore,
they are not continued beyond �*=−130 mV, which is a reason-
able upper limit for practical applications.

Figure 7 also shows that �� /L attains maximum values at zeta
potentials less than 100 mV and tends to zero at large �*. This
behavior can be explained with the help of Eq. �18� and Fig. 8,
where the streaming current density and electrical conductivity are
plotted as a function of zeta potential. It is observed that �̄e is
relatively insensitive to �* at first, but then increases exponentially
beyond ��*��100 mV. Such large electrical conductivities at
higher �* indicate that only very weak electric potentials can be
established for the prevailing streaming currents; hence, ��→0
for large �*. On the other hand, for small values of �*, the elec-
trical conductivity remains very low and almost constant; there-
fore, progressively larger electric potentials can be established
even at low streaming currents, as seen in Fig. 7.

Although Fig. 8 offers some justification for the common prac-
tice of treating electrical conductivity as a constant at low zeta
potentials, it is useful to note that �̄e varies between 2 and 3.4 for
��*�	100 mV, which is a significant variation.

The effects of Reynolds number on the induced voltage poten-
tial are shown in Fig. 9. The channel height is fixed for a given k;
therefore, increasing Re leads to higher velocities, which in turn
increases the streaming current and potential. It is seen that, while
following a similar trend, the numerical data show substantial
deviations from the analytical results beyond the range of validity
of the Debye–Hückel approximation. Again, the analytical results
correspond to the lower limit of the induced voltages.

The variation of induced voltage as a function of applied pres-
sure difference is of practical importance for the design of a mi-
crofluidic power supply. Figure 10 shows the induced potential
calculated using Eq. �22� for a wide range of �P at four different

zeta potentials. It is seen that the induced potential increases lin-
early with increasing pressure. Larger zeta potentials also lead to
higher induced potentials but only up to a certain point, beyond
which an exponential increase in electrical conductivity forces Ex
to zero, as explained previously in relation to Fig. 7. An explicit
but approximate relation between the applied �P and the resulting
induced voltage can be obtained in the limit of a very thin EDL
simply by linearizing the velocity profile near the wall and ignor-
ing electrical effects on the flow field �i.e., basic Poiseuille flow�.
This relation is given by Hunter �1� in dimensional form as
��*=�r�0�*�P* /��̄*, which in nondimensional form becomes

Fig. 8 Cross-section averaged electrical conductivity and
streaming current density as a function of zeta potential for
Re=1, k=20, �P=80, and L=10

Fig. 9 Induced electric potential as a function of zeta potential
for k=20, �P=80, L=10, and Re=0.5,0.7,1,1.5

Fig. 10 Induced electric potential as a function of applied
pressure difference for k=20, L=10, and �*=−25, −50, −75,
−100 mV
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���

L
� = Ex = �2�ScRe2

�̄ek
2 ��P

L
�29�

As expected, the present analytical solution also yields the same
equation for large k. Consistent with the underlying assumptions,
this equation loses its accuracy rapidly for k�40 as the EDL
thickens. For example, as shown in Fig. 10, at k=20 with
�*=−50 mV, Re=1, and �P /L=8, Eq. �29� predicts �� /L
=17.5 while Eq. �22� yields �� /L=15.4.

4.3 Microchannel With Reservoirs. In proposed applica-
tions, such as a microfluidic power supply, the microchannels
have finite lengths and communicate with fluid reservoirs. Hence,
the flow is forced through regions with abrupt contraction and
expansion; therefore, the problem cannot be fully analyzed based
on simplified reservoir-free models such as the one presented in
the preceding section. In other words, the entrance and exit effects
may significantly affect electrokinetic flows, especially in the case
of relatively short channels. The geometry of the problem under
consideration here is as shown in Fig. 1 with L=L* /H=10 and
LR=LR

* /H=5. As indicated before, it is assumed that the channel
and the reservoir walls are made of different materials such that
only the channel walls have a finite zeta potential. In this section,
numerical results are reported for the case of Re=1, k=20, and
�*=−50 mV, unless otherwise stated.

In Fig. 11, pressure contours and flow streamlines are presented
for the upper and lower halves of the system, respectively. Obvi-
ously, conditions are symmetric with respect to the midplane in
this problem. As expected, recirculation zones form in the corner
regions of the reservoirs due to the sudden contraction and expan-
sion of the flow. As the pressure contours indicate, the pressure
drop within the reservoirs is negligible except near the entrance
and exit of the channel. The axial variation of pressure along the
midplane is shown in Fig. 12 and compared to its counterparts in
two cases without reservoirs: a simple Poiseuille flow between
parallel plates and a pressure-driven flow with electrokinetic ef-
fects. This figure clearly shows that the EDL effect on the mid-
plane �y=H /2� pressure distribution is negligible in the absence
of reservoirs. On the other hand, when reservoirs are present,
well-known hydrodynamic effects associated with the sudden con-

traction and expansion of the flow cause a pressure drop in the
entrance region and a pressure rise at the exit, which explains the
relatively weaker pressure gradient seen in Fig. 12.

Figure 13 shows the midchannel �x=L /2� velocity profiles cor-
responding to the same cases described above in relation to Fig.
12. In comparison to a basic pressure-driven flow, it is observed
that the EDL effects alone have a weak influence on the flow field.
The associated mass flow rate is reduced by less than 2% in the
present case. It is also observed that the presence of reservoirs
alters the velocity field inside the microchannel significantly, such

Fig. 11 Numerical results for Re=1, k=20, �*=−50 mV, �P=80, and L=10: „a… pressure contours and „b… streamlines

Fig. 12 Comparison of midplane „y=H /2… pressure distribu-
tions along the channel for Re=1, k=20, �*=−50 mV, �P=80,
and L=10
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that the mass flow rate is now 11% less than the corresponding
Poiseuille flow. Clearly, any reduction in liquid velocities directly
affects the ionic fields, resulting in lower induced electric
potentials.

The flow rate reduction due to EDL effects is also referred to as
the electroviscous effect in the literature �e.g., Ref. �16��. Briefly,
the streaming current in the flow direction builds up a streaming
potential, which, in turn, generates an electric current in the op-
posite direction to the flow. When ions move in a liquid, the liquid
molecules are dragged with them; therefore, this countercurrent
produces a retardation effect on the liquid velocities. Conse-

quently, the flow behaves as if the liquid viscosity is higher.
The detailed numerical solutions of the equations governing

charge transport and electric potential obtained in the present
work provide further insight to the nature of electrical current flow
and induced voltage. The electric current lines as well as the elec-
tric potential contours for the problem under consideration are
presented in Fig. 14. This figure shows that under the applied
hydrostatic pressure, the charges in the EDL are carried toward
the downstream reservoir, establishing a streaming current, and a
streaming potential is built up along the channel due to the accu-
mulation of charges in the exit reservoir. As indicated before, this
induced potential field establishes a conduction current in the op-
posite direction to the flow. For the maximum-induced-voltage
case considered here, the net axial current flow is zero; therefore,
the streaming current must be balanced by the conduction current,
which is clearly seen in Fig. 14 as current flows toward the up-
stream reservoir.

Magnified views of the wall region at the channel inlet and exit
are also given in Fig. 14, which show the presence of conduction
currents in the immediate vicinity of the wall as well. This can
also be inferred from the double counter-loop pattern of the cur-
rent lines in the exit reservoir. Recall that the streaming current
density is almost zero in the vicinity of the walls where the flow
velocity is very small and in the core region of the channel where
the fluid is essentially electroneutral. Therefore, these are regions
where the conduction current density is dominant. In the middle
of the microchannel where the entrance and exit effects are neg-
ligible, the behavior of the current density components is well
represented by Fig. 6.

Figure 14�b� indicates a fairly linear distribution of induced
voltage inside the channel. Consistent with the electric current
patterns discussed above, two regions of high electric potential are
observed in the downstream reservoir. However, the variation of
induced potential inside the reservoirs �assumed to have charge-
free walls� is negligible as compared to changes along the micro-
channel. This fact is clearer in Fig. 15 where the axial distribu-
tions of the electric potential at the wall and on midplane are
shown for three different values of zeta potential. It is seen that
the maximum induced potential increases very substantially with

Fig. 13 Comparison of axial velocity profiles at midchannel
„x=L /2… for Re=1, k=20, �*=−50 mV, �P=80, and L=10

Fig. 14 Numerical results for Re=1, k=20, �*=−50 mV, �P=80, and L=10: „a… electric current lines, „b… induced electric
potential contours, „c… magnified view of current lines at the channel inlet region, and „d… magnified view of current lines at the
channel outlet region
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increasing zeta potential, which is consistent with the simplified
analytical model presented earlier �see Fig. 4� for a microchannel
without reservoirs. A comparison of the data in Figs. 4 and 16
indicates that the induced voltages are lower when reservoirs are
taken into account �e.g., �max=154 versus 163 at �*=−50 mV�.
As mentioned earlier, a channel with reservoirs experiences a
smaller mass flow rate for the same applied �P, which, in turn,
reduces the streaming current and the induced potential. Note that
Fig. 13 indicates about 11% reduction in mass flow due to the
presence of reservoirs, while the maximum voltage reduction is
about 5% due to the fact that the streaming current is also influ-
enced by the net charge distribution. It is also apparent from Fig.
15 that � at the wall is dictated by the induced potential rather
than the zeta potential.

The induced electric potential is governed by a Poisson equa-
tion, which is strongly influenced by the geometry as being of
elliptic type. Therefore, the size of the reservoirs can be an issue,
and was investigated in the present study. The results showed that
increasing the length of the reservoirs beyond the chosen size
�LR=LR

* /H=5� does not affect the maximum induced voltage
since the electric potential distribution is almost uniform inside
the reservoirs. The height of the reservoir �or the HR /H ratio�
must also be large enough so that its upper and lower walls do not
affect the flow patterns at the channel inlet and outlet. In the
present case, it is found that the reservoir height should be about
ten times larger than the channel height to meet this requirement,
which is consistent with the observations of Mansouri et al. �14�
in cylindrical geometry. They observed that the radius of the res-
ervoir should be about five times larger than the radius of the
microtube for satisfactory results.

As mentioned earlier, Mansouri et al. �14� studied the transient
development of induced voltage in a capillary connected to infi-
nite reservoirs at both ends. They found that at early stages, ad-
vection of the ions leads to local disturbances in the charge dis-
tribution in the stagnant fluid at the inlet and outlet of the capillary
in such a way that a potential difference begins to build up. The
migration and diffusion transport mechanisms are then formed
under the influence of the resulting electric field. They also ob-
served that during this transient process, no axial variations of the

charges are formed inside the capillary beyond the inlet and exit
regions. However, no information is provided regarding the
steady-state distribution of the net charge density along the capil-
lary. In Fig. 16, the net charge distributions at steady state are
presented at the inlet and outlet regions of the microchannel for
the case under consideration. As compared to the inlet, the larger
total amount of net charge in the exit region is responsible for the
formation of a high potential zone there. Figure 17 shows the net
charge density along the midplane, where very large gradients are
observed at the inlet and exit regions while ��e /�x�0 over the
rest of the microchannel. Clearly, the electric potential field is
very complex in the inlet and exit zones due to the presence of

Fig. 15 Axial variation of midplane „y=H /2… and wall electric
potentials for Re=1, k=20, �*=−25, −50, −75 mV, �P=80, and
L=10

Fig. 16 Net charge density counters at the channel „a… inlet
and „b… outlet for Re=1, k=20, �*=−50 mV, �P=80, and L=10
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reservoirs.
In Fig. 18, cross-section averaged components of the electric

current density are shown along the channel. Zero current flow at
the system boundaries along with charge-free walls and essen-
tially uniform electric potential variations are the reasons for the
observed component profiles inside the reservoirs. In the micro-
channel, the dominant components are the streaming and conduc-

tion current densities, which are in balance such that Īx=0 every-
where. It is also seen that the diffusion component of the electric
current density is noticeable only at the entrance and exit of the
channel where the zeta potential changes in a stepwise manner,
which explains the small spikes observed there.

5 Conclusions
In the present work, both analytical and numerical analyses

were performed to study pressure-driven electrokinetic flows in
flat microchannels with and without attached reservoirs. The main
objectives were to develop a better understanding of the underly-
ing physical processes and to determine the maximum induced

voltage in a given electrokinetic flow, the latter being associated
with the concept of a microfluidic power supply or battery.

The results show that the pressure-driven electrolyte flow cre-
ates a streaming current that leads to an electric potential that
increases linearly along the microchannel. This induced potential
field, in turn, creates conduction currents in the opposite direction
to the flow. Conduction currents are high adjacent to the walls and
in the core region of the channel where the streaming currents are
negligible. The diffusion currents due to ionic concentration gra-
dients have been found to be negligible in all cases studied here.
For the condition of maximum induced voltage, the net current
flow at any location along the channel is zero. Both the induced
potential and the electrical conductivity of the flow are highly
nonlinear functions of the wall zeta potential such that the maxi-
mum voltage occurs at ��*��100 mV. This maximum increases
with the applied pressure difference as well as the EDL thickness
in the range of parameters considered in the present work.

The results also show that the presence of reservoirs creates
complex electrokinetic conditions in the entrance and exit regions
of the microchannel, leading to very large charge density gradients
there, which affect the entire flow field particularly for shorter
channels.
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Nomenclature
B � ratio of ionic pressure to dynamic pressure, B

=n0kbT /�Uref
2

D � diffusion coefficient �m2/s�
e � elementary charge, e=1.602
10−19 C

Ex � axial electrical field, Ex=Ex
* / ��ref /H�

H � microchannel height �m�
HR � reservoir height �m�

I � electrical current density, I= I* / Iref
Iref � reference current density, Iref=�e,refUref

�C/s m2�
Is, Id, Ic � streaming, diffusion, and conduction current

densities
K � Debye–Hückel parameter,

K= �2z2e2n0 /�r�0kbT�1/2 �1/m�
k � EDL thickness parameter, k=KH

kb � Boltzmann constant, kb=1.381
10−23 J /K
L � nondimensional microchannel length, L=L* /H

LR � reservoir length, LR=LR
* /H

ṁ � mass flow rate per unit depth of channel, ṁ
= ṁ* /�UrefH

Na � Avogadro’s number, Na=6.022
1023 mol−1

n+, n− � positive and negative ion concentrations, n±

=n±* /n0
n0 � bulk ionic concentration �ions/m3�
P � pressure, P= P* /�Uref

2

Re � Reynolds number, Re=�UrefH /�
Sc � Schmidt number, Sc=� /�D

u, v � Cartesian velocity components, u=u* /Uref, v
=v* /Uref

Uref � reference velocity, Uref=umax
* =H2�P* /8�L*

�m/s�
x, y � Cartesian coordinates, x=x* /H, y=y* /H

z � valence number of ions for a symmetric elec-
trolyte, z=z+=z−

Greek symbols
�0 � permittivity of vacuum,

�0=8.854
10−12 C/V m

Fig. 17 Axial variation of midplane „y=H /2… net charge density
for Re=1, k=20, �*=−50 mV, �P=80, and L=10

Fig. 18 Axial variation of cross-section averaged electric cur-
rent density components for Re=1, k=20, �*=−50 mV, �P=80,
and L=10
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�r � dielectric constant of the electrolyte
� � zeta potential, �=�* /�ref
� � surface-normal coordinate
� � dynamic viscosity �N s/m2�
� � fluid density �kg/m3�

�e � net electric charge density, �e=�e
* /�e,ref

�e,ref � reference charge density, �e,ref=zen0 �C/m3�
�e � electrical conductivity, �e=�e

* /�e,ref
�e,ref � reference conductivity, �e,ref=Dz2e2n0 /kbT

�1/� m�
� � electrical potential, �=�* /�ref

�ref � reference electrical potential, �ref=kbT /ze �V�

Superscript
* � dimensional variable
¯ � cross-sectional average
ˆ � unit vector
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